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Abstract—This paper presents novel datasets of the hydrauli-
cally actuated robot HyQ’s proprioceptive sensors. The datasets
include absolute and relative encoders, force and torque sensors,
and MEMS-based and fibre optic-based inertial measurement
units (IMUs). Additionally, a motion capture system recorded
the ground truth data with millimetre accuracy. In the datasets
HyQ was manually controlled to trot in place or move around
the laboratory. The sequence includes: forward and backwards
motion, side-to-side motion, zig-zags, yaw motion, and a mix of
linear and yaw motion. All of the datasets are at least five minutes
long. The aim of these datasets is to test state estimation using
only proprioceptive sensors.

The datasets can be downloaded from
https://www.doi.org/10.21227/4vxz-xw05.

Keywords—Quadruped, dataset, proprioceptive, robotics, IMU,
kinematics, state estimation

I. INTRODUCTION

The development of quadruped robotic platforms is an active
area of research in both the public and private sectors [1]–[4].
The higher degrees of freedom provided by legs compared to
wheels or tracks allow legged robots to navigate uneven and
rough terrain. They are both more mobile and more versatile.
However, with the increased mechanical complexity comes an
increased difficulty in state estimation and control.

The state of a robot is a set of quantities that describes perti-
nent information about the robot. Typically, for a mobile robot
the state will include the position and velocity. Furthermore,
it can include information such as forces, torques, centre of
masses, or even 3D maps. State estimation is the problem of
estimating the state of a robot from sensor data and models.
The difficultly of state estimation is often underestimated.
Controlling a robot can be relatively easy if the pose of the
robot and a map of the environment is known. However, there
are no sensors that can directly measure these variables, and
the sensors that can partially measure them are corrupted with
noise. Further details regarding state estimation for mobile
robotics can be found in [5] and [6].

Much of the current literature on state estimation for mo-
bile robotics has been focused on exteroceptive sensors for
simultaneous localization and mapping (SLAM) [7], [8], visual
odometry [9], [10], visual SLAM [11], and visual-inertial
SLAM [12]–[14]. The goal of these works is to provide a non-
drifting pose for robot navigation at the task level, however,
the main drawbacks of these approaches are the frequencies
and delays in many of the sensors used, e.g., camera and
lidars. Furthermore, they do not exploit any quadruped model

or quadruped specific sensors because they are often designed
to be generic.

There is also a less numerous, but growing body of lit-
erature for state estimation of legged robots at the task level.
In [15], [16] the authors proposed an EKF-based sensor fusion
algorithm combining inertial measurements, leg odometry,
stereo vision, and lidar. In [17] the authors proposed an EKF-
based sensor fusion algorithm combing inertial measurements,
leg odometry, stereo vision, and GPS. In [18] the authors pro-
posed an indirect feedback information filter-based algorithm
that fuses IMU, leg odometry, and stereo vision.

Lastly, there is also literature for lower level state estimation
using only proprioceptive sensors. In [19] the authors proposed
a particle filtering-based sensor fusion algorithm. In [20]
and [21] the authors proposed an observability constrained
EKF-based and an unscented Kalman filter-based algorithm,
respectively. In [2], [22] the authors proposed a cascaded
sensor fusion algorithm that separates the attitude estimator
from the position and velocity estimator. In [23] the authors
proposed a probabilistic foot contact estimation algorithm.

A problem when trying to compare results in the litera-
ture is that all of the results are very platform dependent.
There are two main solutions to overcome this: standardized
benchmarks and standardized datasets. Multiple benchmarks to
compare odometry and state estimator algorithms have been
proposed for visual and visual-inertial odometry [24]–[26].
Many of these tools can be directly applied to quadruped
odometry. Similarly, many datasets have been published for
visual and visual-inertial odometry [27], [28]. However, these
datasets to do not contain the typical sensors that are presents
in quadrupeds, i.e., force and torque sensors; absolute and
relative encoders. To the best of the authors’ knowledge sim-
ilar datasets for quadruped robots that contain proprioceptive
sensors do not exist.

The main contribution of this paper is a novel dataset col-
lected on board the hydraulically actuated quadruped HyQ [1].
The dataset contains all of HyQ’s proprioceptive sensors
running at high frequencies for three scenarios. Furthermore,
it was collected in a laboratory that has millimetre accurate
position ground truth.

II. EXPERIMENTAL SETUP

The experimental platform for this dataset is the robot HyQ.
HyQ weighs approximately 90 kg depending on its current
sensor suite and has twelve torque-controlled joints powered
by hydraulic actuators. The hydraulic actuators allow the robot
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Fig. 1. Diagram of HyQ showing the reference frames for the body and the
right legs. The left side is a mirror copy of the right side.

to perform powerful dynamic motions. Detailed mechanical
specifications for HyQ are in [1] and [29]. In this paper we
highlight some of the relevant geometric parameters of the
legs and the joints that are necessary for calculating kinematics
of the robot. The four legs are labelled left front (LF), right
front (RF), left hind (LH), and right hind (RH). Each leg
has three actuated joints: hip abduction/adduction (HAA), Hip
flexion/extension (HFE), and knee flexion/extension (KFE).
The axis definitions for the trunk and the joints in the RF and
RH leg are shown in Fig. 1. The left side is a mirror image
of the right such that the following joints have identical coor-
dinate systems: LF HAA=RH HAA, LH HAA=RF HAA,
LF HFE=RF HFE, LH HFE=RH HFE, LF KFE=RF KFE,
and LH KFE=RF KFE. Also labelled in the figure are the
lengths between each joint. The body frame of the robot is
located at the geometric centre of the four HAA joints and is
orientated such that the x, y, z axes are pointing forward, left,
and up, respectively. The geometric parameters of HyQ are in
Table I.

There are three important types of proprioceptive sensors
on board HyQ: encoders, force/torque sensors, and IMU’s. To
measure the joint angle each joint contains an absolute and
relative encoder. The absolute encoder (AMS Programmable
Magnetic Rotary Encoder - AS5045) is used to measure the
joint position when the robot is first turned on. Next, the
relative encoder (Avago Ultra Miniature, High Resolution
Incremental Encoder - AED-3300-TE1) is used to measure
how far the joint has moved at every epoch. Also, every joint
contains a force or torque sensor. In both the KFE and the HFE
there is a load cell (Burster Subminiature Load Cell - 8417-
6005 ) and the HAA has a custom designed torque sensor
based on strain-gauges and is similar to [30]. In the trunk
of the robot there are two IMUs: a military grade fibre optic
KVH-1775 and a MEMS-based high-end consumer grade Lord
MicroStrain 3DM-GX5-15. One of the goals of this dataset
is to provide an opportunity for researchers to compare the
two IMU’s using state-of-the-art state estimation algorithms to
determine how much the increased accuracy affects drift and
if the accuracy is worth the extra cost, size, and weight. All of
the sensors are rigidly attached to HyQ with the exception of
the 3DM-GX5-15. It has been mounted on top of a 0.25 inch

TABLE I
GEOMETRIC PARAMETERS OF THE LEGS AND JOINT KINEMATICS.

Location Parameter Value Units
trunk dlr 0.414 m

dfh 0.747 m
leg l0 0.08 m

l1 0.35 m
l2 0.346 m
l3 0.02 m

hip a/a q0 -90 ≤ q0 ≤ 30 ◦

hip f/e q1 -70 ≤ q1 ≤ 50 ◦

knee f/e q2 20 ≤ q2 ≤ 140 ◦

thick Sorbothane vibration isolation pad. The basis vectors
of the GX4 sensor frame are orientated forward, right, and
down; and the basis vectors of the KVH sensor frame are
orientated right, forward, and down. To measure the ground
truth pose of the robot the lab is equipped with a motion
capture system (MCS). In particular we use a mix of Vicon
T10 and Vero 2 cameras. A summary of the proprioceptive
sensors on board HyQ are summarized in Table II.

The first step in using any sensor is proper calibration.
The force and torque sensors on board HyQ have external
calibrations performed by the manufacturer before being in-
stalled. The absolute encoders must be calibrated after they are
installed to a known angle. For this purpose a calibration frame
that forces all of the legs into the position where q0 = q1 = 0◦

and q2 = 90◦. The IMU’s are also factory calibrated and do not
have a specific offline calibration procedure, however, online
bias states should be estimated. The last calibration procedure
of importance is the (constant) transformations between the
body frame, the IMU sensor frames, and the Vicon marker
frame. For both of the IMUs the mounting position of the
sensor is known in CAD except for an offset to the GX5 from
the Sorbothane vibration isolation pad. The transformation to
the Vicon marker is less accurate as it is 3D printed plastic
part with a higher tolerance.

The low level software framework runs on an Intel Intense
PC 3 with Ubuntu 16 that has been compiled with a real-
time kernel patch. The communication between all of the
sensors and the motors is based on EtherCAT. The master
is programmed using SOEM. The slaves use an EtherCAT
controller connected to a microcontroller. This architecture
provides a high speed, low latency, and low jitter environment.

III. DATASET

The raw data from all of the datasets described in this paper
can be found on the IEEE DataPort Platform [31] with the
following DOI: 10.21227/4vxz-xw05. Each of the datasets was
recorded on the quadruped robot HyQ indoors at the Dynamic
Legged Systems laboratory. The aim of these datasets is to
test state estimation using only proprioceptive sensors. For
ground truth the lab is equipped with a MCS that records
the pose of the robot with millimetre accuracy. Each of the
datasets comprises of the raw sensor data of all the sensors
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TABLE II
TECHNICAL SPECIFICATIONS OF THE PROPRIOCEPTIVE SENSORS.

Encoders

AS5045 AED-3300-TE1 Units

Resolution 4096 80000 cpr

Accuracy ±0.5 ±0.5 deg

Max. Speed 153 1950 rpm

MSF 10 650 kHz

Force/Torque Sensors

8417-6005 Custom Units

Range 0 – 5000 ±200 N, Nm

Resolution‡ 16 16 bits

Inertial Measurement Units (IMUs)

KVH-1775 3DM-GX5-15 Units

Technology Fibre optics MEMS -

Gyroscope

Input Limit 490 300 deg/sec

TBI 0.05 8 deg/hr

Rand. Walk 0.7 18 deg
hr
√

Hz

Bandwidth† 440 250 Hz

MSF 5000 4000 Hz

Accelerometer

Input Limit ±10 ±8 g

TBI 0.05 0.04 mg

Rand. Walk 120 25 µg√
Hz

Bandwidth 200 225 Hz

MSF 5000 1000 Hz

MSF - Maximum Sampling Frequency
TBI - Typical Bias Instability
† Bandwidth at data rate of 1000 Hz
‡ ADC Resolution

listed in Table II recorded at 1000 Hz and the MCS ground
truth recorded at 250 Hz. The data is provided in both comma-
separated values and Matlab file format. The data from the
sensors and the data from MCS are on two distinct clocks. For
convenience a plot of each of the sensors is provided online
along side the numerical data.

HyQ has the ability to perform many dynamic gaits, for
these datasets we chose to record trotting data as it is represen-
tative of a typical quadruped mission. In the first dataset HyQ
had to trot in place for more than five minutes. In the following
two datasets HyQ was manually controlled by joypad to trot
around the laboratory. The sequence includes: forward and
backwards motion, side-to-side motion, zig-zags, yaw motion,
and a mix of linear, and yaw motion. Both datasets were also
at least five minutes long. Fig. 2 shows the joint positions
during the trot in place dataset. Plots of the other sensors are
not shown due to space restrictions, but are available online
alongside the raw data. A summary of the datasets is shown
in Table III.

TABLE III
COMPARISON OF DATASETS

Name Dur. Dist. Speed Rate Sensors GT
Trot in Place 349 s 28 m 0.1 m/s 1 kHz RE,AE,G,A X
Trot in Lab 1 374 s 88 m 0.3 m/s 1 kHz RE,AE,G,A X
Trot in Lab 2 344 s 82 m 0.2 m/s 1 kHz RE,AE,G,A X

RE=Relative Encoder, AE=Absolute Encoder, G=Gyroscope
A=Accelerometer, GT=Ground Truth)
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Fig. 2. The measured joint positions q in the trot in place dataset.
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Fig. 3. The measured angular velocity ω in the respective sensors frames for
the trot in place dataset.
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Fig. 4. The measured specific force a in the respective sensors frames for
the trot in place dataset.
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Fig. 5. The estimated trunk attitude by the GX5 AHRS (blue), the integral
of the GX5 angular velocity with the bias removed and without the bias
removed (green and purple, respectively), the integral of the KVH angular
velocity (yellow), and the ground truth from the MCS (red) for the Trot in
Lab 1 dataset.

IV. DISCUSSION

One of the important tasks of state estimation using propri-
oceptive sensors is attitude estimation. The simplest method to
calculate attitude is to integrate the angular velocity starting at
a known value. Note that we expect this value to drift due to
the noise in the sensors and from bias instability. Furthermore,
this value is a worst case scenario as it does not include
sensor fusion nor known noise characteristics. However, it
does provide a base comparison for the two sensors. Fig. 3
and Fig. 4 show the angular velocity and specific force,
respectively, measured in the sensor frame. A comparison of
the attitude provided by the ground truth (Vicon), the estimated
attitude via integration of the angular velocity by both IMU’s,
and the estimated attitude via the GX5’s onboard AHRS is
shown in Fig. 5. We denote the orientation using the XYZ
Euler angles η = [φ, θ, ψ]T . The plot shows the advantage of
a fibre optic gyroscope, but we expect the drift of both IMU’s
to decrease after sensor fusion. Furthermore, the plots help
demonstrate the difficulty in attitude estimation when there
are large impacts and vibrations.

V. CONCLUSION

In this work we presented a novel dataset collected on board
the hydraulically actuated quadruped HyQ. The dataset con-

tains all of HyQ’s proprioceptive sensors running at high fre-
quencies for three scenarios. Additionally, the dataset contains
precise ground truth data. We believe that this dataset will be
highly useful to all researchers working on state estimation for
quadruped robots. Future work includes expanding the dataset
to include more gaits and different terrains. Furthermore, we
will use these datasets to benchmark our future state estimation
algorithms.
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