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Assessing Gene Expression Measurements

1. Introduction

Gene expression data are being generated by microarray techniques like DNA chips and they are often presented as arrays of expression levels of genes under different conditions (phenotypes). The usual goals in expression data analysis is to detect the role of different genes in manifestation of characters of the investigated conditions.

We shall label the different conditions and genes by positive integers. $K$ stands for the number of investigated conditions and $L$ for the number of genes. The expression level of a gene may change with time. Thus under fixed condition expression levels are considered as function of time. For each genes we have gene expression measurements at $M$ different times under each condition.

Gene expressions form a 3-dimensional array

$$X(k, \ell, m) \text{ where } k = 1, \ldots, K, \ \ell = 1, \ldots, L, \ m = 1, \ldots, M.$$ 

This quantity is virtual: it may be the protein concentration coded by the gene in the cells of the investigated tissue of an organism or it may be the total RNA in one cell responsible for the activity of the specific gene. Unfortunately gene expressions can not be measured directly. In the experiment a subset of possible triplets $(k, \ell, m)$ is chosen. The result of the experiment is

$$Y(k, \ell, m) = U(X(k, \ell, m)),$$

where $U$ is a stochastic function containing the effect of measurement process as well. In this article we introduce stochastic models appropriate to analyze gene expression data in order to find differently expressed genes by conditions at a fixed time and to find clusters of similarly expressed genes over time.

In the analyzed data we had 696 genes, some of them were printed in duplicates to the microarray, the number of different genes were 410. They were measured under two different conditions at 4 different times. 283 cases contained at least one truncated measurement. The expression level measurements are truncated, over or under-expressed genes were not measured. Genes are not expressed at certain time or condition but expression levels measured at least once are used in the analysis.

We analyzed our data by non-parametric and parametric methods and used different goodness of fit criteria in order to find virtual gene expressions in other words the normalized data.
We used principal component analysis (PCA) for finding clusters of genes and applied covariance clustering method to refine these clusters. For gene expression data PCA or SVD clustering is a known method and it was used by Alter et al. (2000), Troyanskaya, O. et al. (2001). Other methods SOM, hierarchical clustering were used in papers Brown M. et al. (2000), Herrero, J. et al. (2001), Manduchi, E. et al. (2000), Tamamyo et al. (1999).

The paper contains four sections. Section 2. describes the stochastic model and basic assumptions, Section 3. gives the technical details of the statistical methods used to estimate parameters and normalize the data, finally Section 4. describes the clusters and the results.

2. The Model

We describe the result of the experiment $Y$ by some stochastically monotone stochastic function, that is

$$Y(k, \ell, m) = U(X(k, \ell, m)) = H(S(X(k, \ell, m), \theta) + Z)$$  

(1)

where $\theta$ is the parameter vector depending on the specific microarray, $Z$ denotes a Gaussian variable with 0 expectation and standard deviation $\sigma$, which may depend on time. The function $H$ is a truncation, there are two cutoffs $B_L$ and $B_U$,

$$H(v) = \begin{cases} 
C_L & \text{if } v < B_L \\
 v & \text{if } B_L \leq v < B_U \\
C_U & \text{if } B_U \leq v,
\end{cases}$$  

(2)

where $C_L$ and $C_U$ are the codes of under or over expressed genes. In certain cases $C_L$ and $C_U$ may coincide.

Let us denote the number of microarray plates by $N$ and by $A_n$ the subset of triplets $(k, \ell, m)$ corresponding to the $n$th microarray plate ($n = 1, \ldots, N$). The sets $A_n$ are disjoint and $\bigcup_{n=1}^{N} A_n = A$, where $A$ is the set of all possible triplets. The number of elements of $A$ is equal to $KLM$. In most cases the experiments are highly parallel, thousands of gene expressions measured simultaneously for each specific condition and age, accordingly $N = KM$. On one microarray expression levels measured under the same condition and at the same age, it means that considering the triplets belonging to $A_n$, $k$ and $m$ are the same. Repetitions for one triplet $(k, \ell, m)$ may also be included in the experimental design; i.e. genes may be printed in duplicates on the microarray plate. Let us remark that a more sophisticated use of repetitions over different microarray plates would have some advantages in fixing the non-parametric components of the model.

We shall discriminate two types of genes:
– there are **identical** genes; in this case the gene expression level does not depend on the condition

\[ X(k, \ell, m) = X_0(\ell, m) \quad k = 1, \ldots, K; \]

– there are **independent** genes; in this case the gene expression level under different conditions at some time \( m \) are not necessarily the same.

The model is based on the simple fact that for identically expressed genes the expression levels follow a monotone order. Since gene expression level is a virtual quantity we may and we shall fix its distribution. For these aims we shall use standard Gaussian distribution. For independent genes expression levels under different conditions at the same fixed time are independent. The random variables describing the virtual processes of gene expression levels are independent of the measurement error variable \( Z \) and the measurement errors are independent each other.

Given the parameters \((\theta_1, \sigma_1), \ldots, (\theta_N, \sigma_N)\) of measurements of gene expressions, the profile function \( S \), cut levels \( B_L, B_U \) and memory parameter \( \rho \) the likelihood of the entire set of data depends on the logical variables \( \delta(\ell, m), \quad \ell = 1, \ldots, L, \quad m = 1, \ldots, M \) expressing the type of genes. Set

\[
\delta(\ell, m) = \begin{cases} 
0 & \text{for identical expression level by condition}, \\
1 & \text{for independent expression level by condition}.
\end{cases}
\]

To find the double array

\[
\Delta = (\delta(\ell, m), \quad \ell = 1, \ldots, L, \quad m = 1, \ldots, M)
\]  

is the ultimate goal of the investigation. We suppose that there are time independent 0–1 variables \( \Delta_\ell, \quad \ell = 1, \ldots, L \) with identical probability distribution

\[
P(\Delta_\ell = 0) = 1 - p, \quad P(\Delta_\ell = 1) = p, \quad \ell = 1, \ldots, L,
\]

where \( p \) is the probability that gene \( \ell \) has the ultimate liability for independent expression under different conditions. Furthermore once \( \Delta_\ell \) is given the random variables \( \delta(\ell, m), \quad m = 1, 2, \ldots, M \) are conditionally independent with distributions

\[
P(\delta(\ell, m) = 0 \mid \Delta_\ell = 0) = 1
P(\delta(\ell, m) = 0 \mid \Delta_\ell = 1) = 1 - q_m
P(\delta(\ell, m) = 1 \mid \Delta_\ell = 1) = q_m
\]

where \( q_m \) is the conditional probability that at time \( m \) gene \( \ell \) has independent expression levels.

Gene expressions \( X(k, \ell, m) \) and corresponding logical variables \( \delta(\ell, m), \Delta_\ell \) are hidden variables with parameters \( p, \quad q_m \). The relation of the measured expressions \( Y(k, \ell, m) \) to the virtual expressions \( X(k, \ell, m) \) is described with parameters \( \theta_n \) of profile function \( S \), \( \sigma_n \) standard deviation of measurement errors and cut points \( B^L_n, B^U_n, \quad n = 1, \ldots, N \). Decomposition of mixtures is a statistical method for estimating hidden variables.
3. Methods

3.1. Decomposition of Mixtures

In stochastic investigations the simplest situation consists of observing a complete system of events or partitions \((A_1, A_2, \ldots, A_I)\). It means that we investigate a random experiment with \(I\) different outcomes, so called events, and the observable events together cover all possibilities. Suppose that the probability of the event \(A_i\) is \(p_i = P(A_i)\), \(i = 1, \ldots, I\). The simplest statistical task is to estimate the vector \((p_1, \ldots, p_I)\) of unknown probabilities based on experiments. Practically there is only one way to do that: counting relative frequencies, which is possible as long as the events \(A_i\)’s are directly observable.

The situation changes completely if the events \(A_i\)’s are hidden and we are offered only the possibility of observing the elements of another complete system of events \(B_1, B_2, \ldots, B_J\). Suppose that luckily we know the conditional probabilities \(q_{i,j} = P(B_j|A_i)\) and the problem is how can we use this information in order to estimate \(p_i = P(A_i)\). Observed frequencies \(\nu_1, \nu_2, \ldots, \nu_J\) of events \(B_1, B_2, \ldots, B_J\) provide \(s_j\) an estimate of \(P(B_j)\):

\[
s_j = \frac{\nu_j}{\nu_1 + \nu_2 + \ldots + \nu_J}, \quad j = 1, \ldots, J.
\]

For unknown \(p_1, \ldots, p_I\) prior probabilities the joint probability of the event \(A_iB_j\) is

\[
P(A_iB_j) = r_{i,j} = p_iq_{i,j} = P(A_i)P(B_j|A_i).
\]

The double array \(r_{i,j}, \quad i = 1, \ldots, I, \quad j = 1, \ldots, J\) has two marginal distributions

\[
r_{i, \bullet} = \sum_{j=1}^{J} r_{i,j} \quad \text{and} \quad r_{\bullet, j} = \sum_{i=1}^{I} r_{i,j}.
\]

Unfortunately in most cases the marginal distribution \(r_{\bullet,1}, r_{\bullet,2}, \ldots, r_{\bullet,J}\) is different of the observed relative frequencies \(s_1, s_2, \ldots, s_J\) for any choice of the prior probabilities \(p_1, p_2, \ldots, p_I\). The problem of estimating the probabilities \(p_i\)’s from the \(s_j\)’s is called decomposition of mixtures, because the set of probabilities of the events \(P(B_j)\) is the mixture of the conditional probabilities \(P(B_j|A_i)\)

\[
P(B_j) = \sum_{i=1}^{I} P(B_j|A_i)P(A_i) = \sum_{i=1}^{I} q_{i,j}p_i \quad (6)
\]

(see McLachlan,G.J., Krishnan,T. (1997) and Csiszár,I., Tusnády,G. (1984)). In other words the event \(A_i\) is transmitted on a noisy channel with possible outputs \(B_1, B_2, \ldots, B_J\) and knowing the channel response probabilities \(q_{i,j} = P(B_j|A_i)\) (i.e. the probabilities that \(B_j\) is the output given that \(A_i\) is the input ) the task is to find the input distribution \(p_1, p_2, \ldots, p_I\) from the output distribution \(s_1, s_2, \ldots, s_J\). This is an inversion problem. Any solution is based on the measure of the distance of \(\{s_j\}_{j=1}^{J}\) from the marginal \(\{r_{\bullet,j}\}_{j=1}^{J}\). A possible measure of distance between probability distributions is the Kullback–Leibler information divergence.
**Definition:** The Kullback–Leibler information divergence between two finite probability distributions \( P = (p_1, p_2, \ldots, p_L) \) and \( Q = (q_1, q_2, \ldots, q_L) \) is defined as

\[
D(P \parallel Q) = \sum_{\ell=1}^{L} p_\ell \log \frac{p_\ell}{q_\ell},
\]

where by definition \( 0 \log 0 = 0 \) and \( \varepsilon \log \varepsilon = \infty \) for all \( \varepsilon > 0 \).

There is an iteration resulting in the minimum of \( D\{s_j\}_{j=1}^{J} \parallel \{r_{\bullet,j}\}_{j=1}^{J} \) based on the following two steps.

**Step 1.** Projection onto given marginals.

Given the double array \( \{r_{i,j}\} \), its best approximation of double arrays \( \{\tilde{r}_{i,j}\} \) with fixed marginal \( \tilde{r}_{\bullet,j} = s_j, \ j = 1, \ldots, J \) is the so called proportional fitting:

\[
\tilde{r}_{i,j} = r_{i,j} \frac{s_j}{r_{\bullet,j}}.
\]

It means that

\[
\sum_{i=1}^{I} \sum_{j=1}^{J} r_{i,j} \log \frac{r_{i,j}}{\tilde{r}_{i,j}} \geq \sum_{i=1}^{I} \sum_{j=1}^{J} r_{i,j} \log \frac{r_{\bullet,j}}{s_j}
\]

for any \( \{r_{i,j}\}, \ \{s_j\}, \ \{\tilde{r}_{i,j}\} \) such that \( \tilde{r}_{\bullet,j} = s_j \).

**Step 2.** Projection onto channel model.

Given the double array \( \{r_{i,j}\} \), its best approximation with double array in form of \( \{\hat{p}_i q_{i,j}\} \) is given by \( \hat{p}_i = r_{i,\bullet} \). It means that

\[
\sum_{i=1}^{I} \sum_{j=1}^{J} r_{i,j} \log \frac{r_{i,j}}{\hat{p}_i q_{i,j}} \geq \sum_{i=1}^{I} \sum_{j=1}^{J} r_{i,j} \log \frac{r_{i,j}}{r_{i,\bullet} q_{i,j}}
\]

for any \( \{\hat{p}_i\}, \ \{q_{i,j}\}, \ \{r_{i,j}\} \) with \( r_{i,\bullet} = \sum_{j=1}^{J} r_{i,j} \).

We have two sets of double arrays: In the world of theoretical models there are the set \( \mathcal{P} \) of double arrays in form of \( r_{i,j} = p_i q_{i,j} \). Considering the world of the experiment the set \( \mathcal{Q} \) formed by double arrays with given marginal: \( r_{\bullet,j} = s_j, \ j = 1, \ldots, J \). Minimization of \( D(S \parallel Z) \) for probability distributions on the partition \( B_1, \ldots, B_J \) is given by \( S(B_j) = s_j \) and \( Z(B_j) = z_j = \sum_{i=1}^{I} p_i q_{i,j} \) in \( p_1, \ldots, p_I \) is equivalent to looking for the closest elements of \( \mathcal{P} \) and \( \mathcal{Q} \). Unfortunately it can not be done in one simple step. Instead for any element of \( \mathcal{P} \), Step 1. results in the closest element of \( \mathcal{Q} \), and for any element of \( \mathcal{Q} \) Step 2. results in the closest element of \( \mathcal{P} \). Iterating these two steps we get the closest pair.

We start the iteration with an arbitrary input distribution \( P = (p_1, p_2, \ldots, p_I) \). Together with the given transition probabilities \( q_{i,j} \) it results in the double array \( r_{i,j} = p_i q_{i,j} \). Applying Step 1. the projection of this double array onto \( \mathcal{Q} \) is

\[
\tilde{r}_{i,j} = p_i q_{i,j} \frac{s_j}{r_{\bullet,j}}.
\]
Step 2. gives
\[
\tilde{p}_i = \sum_{j=1}^{J} \tilde{r}_{i,j} = \sum_{j=1}^{J} p_{i} q_{i,j} \frac{s_j}{r_{i,j}}.
\]
This is the posterior distribution given by the Bayes theorem from the prior distribution \(P = (p_1, p_2, \ldots, p_I)\). Thus the two steps together have a shortcut interpretation: any prior distribution leads to a better input distribution, which is incidentally the posterior one. This interpretation might have a natural flavor, nevertheless the claim that the Bayes theorem gives a better approximation is not immediate, it needs some explanation. A possible explanation is the above decomposition of the Bayes iteration in two steps, another is the reference to EM algorithm (see later).

One advantage of measuring distance between probability measures by divergence is some resemblance to elementary geometry. However an important difference is that divergence is a directed quantity (i.e. \(D(P \parallel Q)\) differs from \(D(Q \parallel P)\)) thus we have to be careful.

**Definition:** A section defined by two probability measures \(P\) and \(Q\) consists of all measures \(X\) being a convex combinations of \(P\) and \(Q\):
\[
X = \alpha P + (1 - \alpha) Q, \quad \text{for some } 0 \leq \alpha \leq 1.
\]
Consider the triangle \(PQR\) consists of sections defined by probability measures \(P, Q, R\).

**Definition:** The triangle \(PQR\) is called head-side obtuse if \(Q\) is the closest point to \(R\) on section \(PQ\):
\[
D(X \parallel R) \geq D(Q \parallel R), \quad \text{for any } X \in PQ.
\]
For any head-side obtuse \(PQR\) triangle we have the following inequality:
\[
D(P \parallel Q) + D(Q \parallel R) \leq D(P \parallel R).
\]
This inequality holds true using the square of Euclidean distances instead of \(D\).

**Definition:** The triangle \(PQR\) is called foot-side obtuse if \(Q\) is foot-side the closest point to \(R\) on section \(PQ\):
\[
D(R \parallel X) \geq D(R \parallel Q), \quad \text{for any } X \in PQ.
\]
For any foot-side obtuse \(PQR\) triangle the inequality
\[
D(X \parallel Q) \leq D(X \parallel P) + D(X \parallel R)
\]
holds true for any probability measure \(X\). (The above inequality also applies in Euclidean geometry.)

Let us return to our iteration procedure. Set \(Q_0\) an arbitrary element of \(Q\), applying Step 2. on \(Q_0\) we get \(P_1 \in P\). Let \(P\) resp. \(Q\) be arbitrary element of \(P\) resp. \(Q\). The sets \(P\) and \(Q\) are convex, it means that considering any two probability measures in \(P\) resp. \(Q\) the section
defined by them is contained by \( \mathcal{P} \) resp. \( \mathcal{Q} \). Consequently \( \mathcal{P}, \mathcal{P}_1, \mathcal{Q}_0 \) form a foot-side obtuse triangle, thus

\[
D(Q \parallel P_1) \leq D(Q \parallel P) + D(Q \parallel Q_0).
\]

Applying Step 1. on \( P_1 \) we get \( Q_1 \). The triangle \( QQ_1P_1 \) is head-side obtuse, thus

\[
D(Q \parallel Q_1) + D(Q_1 \parallel P_1) \leq D(Q \parallel P_1).
\]

Combining the above two inequalities we have that

\[
D(Q \parallel Q_1) + D(Q_1 \parallel P_1) \leq D(Q \parallel P) + D(Q \parallel Q_0)
\]

or

\[
D(Q_1 \parallel P_1) - D(Q \parallel P) \leq D(Q \parallel Q_0) - D(Q \parallel Q_1).
\]

Continuing this iteration we have \( P_2, Q_2, P_3, Q_3, \ldots \) with inequalities

\[
D(Q_2 \parallel P_2) - D(Q \parallel P) \leq D(Q \parallel Q_1) - D(Q \parallel Q_2),
\]

\[
\ldots
\]

Summing up the above inequalities from 1 to \( n \) the right-hand side is collapses to

\[
D(Q \parallel Q_1) - D(Q \parallel Q_n),
\]

thus the left-hand side is summable. If the probability measures \( P \) and \( Q \) have the property that the left-hand side of the inequality remains nonnegative in course of the iteration then the corresponding terms have to go to zero. We have proven that the iteration gives the distance of the sets \( \mathcal{Q} \) and \( \mathcal{P} \):

\[
\lim_{n \to \infty} D(Q_n \parallel P_n) = \inf_{P \in \mathcal{P}, Q \in \mathcal{Q}} D(Q \parallel P).
\]

Let us observe that this statement is weaker than convergence in \( P_n, Q_n \). In practice the iteration is convergent. The limit point \( P^* \) is a fixed point of the Bayes iteration. The probability distribution \( P^* \) is self-consistent in the sense that starting prior distribution \( P^* \) it returns as posterior one in course of the iteration.

The output distribution of the noisy channel may be continuous. This case it is given by density functions \( g_i(y), \ i = 1, \ldots, I \) and the mixture distribution is

\[
h(y) = \sum_{i=1}^{I} p_i g_i(y).
\]

Having a sample of \( y_1, \ldots, y_n \) the Bayes theorem implies that

\[
\tilde{p}_i(y_j) = \frac{p_i g_i(y_j)}{h(y_j)}.
\]
It means that for a given prior distribution \((p_1, p_2, \ldots, p_I)\) the sample elements \(y_j\)-s have quasi counts \(\tilde{p}_1(y_j), \ldots, \tilde{p}_I(y_j)\). Summing up the quasi counts we get the continuous version of the Bayes iteration:

\[
\tilde{p}_i = \frac{1}{J} \sum_{j=1}^{J} \tilde{p}_i(y_j).
\]

Usually the output distributions have some parameters: \(g_i = g_i(y, \theta_i)\). If we have samples \((Z_1, \ldots, Z_k) = (Z_{1,i}, \ldots, Z_{k,i}), \ i = 1, \ldots, I\) for each of the \(g_i(y, \theta_i)\)-s, then the parameter \(\theta_i\) can be estimated by some estimate \(\hat{\theta}_i(Z_1, \ldots, Z_k)\). In case of ties, different sample elements \(Z_1, \ldots, Z_K\) are listed with frequencies \(W_1, \ldots, W_k\) and the estimation may be extended to \(\hat{\theta}_i(Z_1, W_1, \ldots, Z_k, W_k)\). In case of mixtures quasi-counts \(\tilde{p}_i(y_j)\) play the role of frequencies. The sample \((Y_1, \ldots, Y_J)\) is virtually cut into \(I\) different samples with appropriate quasi-counts and in one step of the iteration the parameters \(\theta_i\) may be iterated together with the prior distribution.

This is the EM algorithm, a statistical device for estimating parameters of data with missing information. In our case the missing information is the input sign, i.e. the result of the first phase experiment on the original system of events \(A_1, A_2, \ldots, A_I\).

In certain cases the original events \(A_i\)-s may be endowed with some numerical elements, we may think of parameters \(\theta_i\) partly as characteristics of noise and partly as characteristic of first phase experiment. In the simplest case \(\theta_i\) is a location parameter: \(g(y, \theta_i) = g(y - \theta_i)\). In this case there is a random variable \(X\) taking values \(\theta_1, \ldots, \theta_I\) with probabilities \(p_1, \ldots, p_I\). Let \(Z\) be a random variable with density \(g\). The result of the experiment is the convolution \(Y = X + Z\). If \(g\) is the Gaussian density then the estimation of the location parameter is the average. The Bayes iteration has two parts. We may iterate the probabilities \(p_1, \ldots, p_I\) and the locations \(\theta_1, \ldots, \theta_I\) simultaneously or we may prefer to fix the locations and iterate \(p_1, \ldots, p_I\) or vice versa. If the number of components \(I\) is relatively small the locations are well separated and the procedure has a clustering character. In this case it is obvious that the components have different covariance structure.

There is a certain element of danger in the situation: clusters may became irregularly small and the variances are collapsing. In multi-dimensional case the effect may result in dimension reduction: the elements of some clusters may form smaller dimensional set as galaxies form two dimensional subsets in cosmos. In practice we have to use appropriately chosen lower bounds for the eigenvalues of the covariance matrices of clusters.

In other cases we are interested in the distribution of the random variable \(X\) which may have continuous distribution. In one dimensional case with additive Gaussian noise the speed of convergence of the estimation is rather slow. The best possible error term is \((1/\sqrt{\log n})\) in case of \(n\) sample elements. Interestingly Gaussian noise gives the worst speed. One possible explanation of this phenomena is the excessive smoothing effect of Gaussian noise which makes impossible to discriminate small fluctuations of the density of \(X\). A possible resolution of the
situation is using discrete estimation of the unknown, theoretically continuous distribution. Although there is an extensive literature of the deconvolution problem there is no general agreement about the solution. Originally Fourier method was used (Zheng (1990), (1995)) and a kernel-type estimator was proposed. Barbe (1998) advocates minimal distance estimator. We believe that maximum likelihood solution of the problem has the advantage that it is without any artificial elements.

In the multi-dimensional case the unknown distribution might have some specific character. It may concentrated in smaller dimension or it may be monotone.

**Definition:** A subset $\mathcal{S}$ of the multi-dimensional Euclidean space $\mathbb{R}^d$ is called **monotone** if any pair of elements $x, y \in \mathcal{S}$ can be ordered: either all coordinates of $x$ are smaller then that of $y$ or vice versa.

A distribution is monotone if it is concentrated on a monotone set, i.e. its domain is a monotone set. A naive estimator of the unknown monotone distribution is the monotone regression.

### 3.2. Monotone Regression

Let $I > 1$ be a positive integer and $a(1), a(2), \ldots, a(I)$ be arbitrary real numbers. The scalar monotone regression problem is to determine the real numbers $x(1) \leq x(2) \leq \ldots \leq x(I)$ such that $\sum_{i=1}^{I} (x(i) - a(i))^2$ is minimal.

**Definition:** We say that a block $1 \leq \alpha \leq \beta \leq I$ of the sequence $a(1), \ldots, a(I)$ is **rigid** if

$$\frac{1}{\gamma + 1 - \alpha} \sum_{i=\alpha}^{\gamma} a(i) \geq \frac{1}{\beta + 1 - \alpha} \sum_{i=\alpha}^{\beta} a(i)$$

holds true for any positive integer $\gamma$ with $\alpha \leq \gamma \leq \beta$.

The solution of the scalar monotone regression problem based on disjoint decomposition of the index set $\{1, 2, \ldots, I\}$ into rigid blocks such that the sequence of block averages is non-decreasing. The elements $x(1), \ldots, x(I)$ of the required sequence equal to the block averages in each block. Rigidity is the sufficient and necessary condition for a constant solution. There are several algorithms for finding a solution. The required number of steps is about $3I$. A natural solution is dynamic evolution of rigid blocks. Another possibility is step by step substitute all of the monotone decreasing runs with their average, as long as remain any.

Let $I > 1$, $d > 1$ be integers and $a(1), a(2), \ldots, a(I)$ be arbitrary vectors in $\mathbb{R}^d$ the $d$-dimensional Euclidean space.

**Definition:** The **multi-dimensional monotone regression problem** is to determine the permutation $\pi(1), \pi(2), \ldots, \pi(I)$ of $1, 2, \ldots, I$ and a monotone sequence of $d$-dimensional vectors $x(1) \leq x(2) \leq \ldots \leq x(I)$ such that

$$\sum_{i=1}^{I} \| a(\pi(i)) - x(i) \|^2$$
is minimal.

**Definition:** We say that \( x < y \) for \( x, y \in \mathbb{R}^d \) if \( x_j \leq y_j \) for \( 1 \leq j \leq d \), where \( x_j \) resp. \( y_j \) stand for the \( j \)th coordinate of \( x \) resp. \( y \).

For any permutation \( \pi = (\pi(1), \pi(2), \ldots, \pi(I)) \) minimization of

\[
C(\pi, x) = \sum_{i=1}^{I} \| a(\pi(i)) - x(i) \|^2
\]

requires to solve \( d \) independent scalar monotone regression, because one can determine the coordinates of the \( x(i) \)-s independently. We call this step *permutation projection* and denote by \( C(\pi) \) the minimum of \( C(\pi, x) \). Accordingly the multi-dimensional monotone regression problem is a discrete optimizing problem, one possibility is to consider all permutations \( \pi \) and take the minimum.

There is a slightly different version of the problem which we state in a more general setting. Let \( \mu \) be an arbitrary probability distribution in the \( d \)-dimensional space. Let \( S(t) = (S_1(t), \ldots, S_d(t)) \) be a monotone mapping of the real line i.e. \( S_1, \ldots, S_d \) are monotone increasing functions.

**Definition:** The *\( S \)-variance* of \( \mu \) is defined as

\[
\Gamma(S) = \int_{\mathbb{R}^d} \inf_t \| x - S(t) \|^2 \mu(dx).
\]

The monotone regression of \( \mu \) is the function \( S \) minimizing \( \Gamma(S) \) and the minimum is the *monotone variance* of \( \mu \). We say that the function giving the minimum is the *backbone* of \( \mu \).

Let the probability distribution \( \mu \) be concentrated uniformly on \( a(1), \ldots, a(I) \) that is \( \mu(a(i)) = \frac{1}{I} \), \( 1 \leq i \leq I \) and let \( S \) be an arbitrary monotone function. Suppose that \( S \) is continuous. Then \( \inf_t \| a(i) - S(t) \|^2 \) is achieved and let \( t(i) \) be a possible choice. Let \( \pi \) be a permutation such that \( t(\pi(i)) \) is monotone non-decreasing. Set \( x(i) = S(t(\pi(i))) \) then \( x(1) \leq \ldots \leq x(I) \) and

\[
\Gamma(S) = \frac{1}{I} \sum_{i=1}^{I} \| a(i) - S(t(i)) \|^2 = \frac{1}{I} \sum_{i=1}^{I} \| a(\pi(i)) - x(i) \|^2 = C(\pi, x).
\]

That way any monotone curve in \( \mathbb{R}^d \) determines a permutation. We call this step *curve projection* since from a monotone curve we get a permutation.

Let \( \pi_1 \) be an arbitrary permutation and let \( x(1) \leq \ldots \leq x(I) \) be the monotone sequence minimizing \( C(\pi_1, x) \), i.e. \( C(\pi_1, x) = C(\pi_1) \). Let us define a function \( S(t) \) as

\[
S(t) = \begin{cases} 
  x(1) & \text{for } t \leq 1 \\
  (t - i)x(i + 1) + (i + 1 - t)x(i) & \text{for } i < t \leq i + 1, \ 1 \leq i < I \\
  x(I) & \text{for } t > I, 
\end{cases}
\]
If $\Gamma(S) < C(\pi_1)$ then $C(\pi)$ is not minimized in $\pi_1$, because $C(\pi_2) \leq \Gamma(S)$, if $\pi_2$ is the curve projection of $S$.

Starting with a permutation $\pi_1$ the permutation projection provides some $x(1) \leq \ldots \leq x(I)$. Next $x(1) \leq \ldots \leq x(I)$ defines a monotone function $S$ by formula (7) which by curve projection results in a new permutation $\pi_2$, as long as $\Gamma(S) < C(\pi_1)$.

This is a monotone algorithm for minimizing $C(\pi)$. Evidently it terminates in finite number of steps. Experience shows that the algorithm needs only a reasonably small number of steps. As we found there are rather large number of fixed points of the iteration. Searching for a global optimum we used genetic optimization method. The possible missing values of the data may be substituted by an appropriately chosen number, say $B^L$ or $B^U$ accordingly.

The distribution of the residuals $\|a - x\|^2$ may shed light on the number of outliers; the independently expressed genes. Let us denote by $\kappa$ the number of outliers. To each permutation $\pi$ a new risk function can be defined by

$$C_\kappa(\pi) = \sum_{i=1}^{I-\kappa} \delta(i)^2,$$

where $\delta(1) \leq \ldots \leq \delta(I)$ is the ordered sample of the residuals $\|a(\pi(i)) - x(i)\|$.

The new risk function can be minimized by a similar algorithm as the one described above. Starting with a monotone curve $S$ we order the distances of the sample points from the curve and drop $\kappa$ points with largest distances. The permutation projection step is performed on the remaining $I - \kappa$ points. It results in a new curve and the iteration continues. In curse of the iteration the set of outliers may change.

A similar alternating minimization procedure may be used in general setting. Given an arbitrary probability measure $\mu$ and a monotone curve $S$, the curve projection is a measurable mapping $T$ ordering to any point of $\mathbb{R}^d$ the parameter $t$ of the closest point of the curve. The $S$-variance of $\mu$ is defined by

$$\Gamma(S) = \int_{\mathbb{R}^d} \|x - S(T(x))\|^2 \mu(dx).$$

The generalization of the permutation projection means minimization of the above risk function in $S$. The problem reduces to the following $d$ independent one-dimensional problems.

Let $\nu$ be a one dimensional probability distribution and let $f$ be square integrable with respect to $\nu$. Find the monotone non-decreasing function $g$ minimizing $\int (f - g)^2 d\nu$. The solution is given by the largest convex minorant of $F(x) = \int_0^x f d\nu$.

So far we dealt with the non-parametric regression procedure, looking for a backbone curve spanned by a monotone set of points in $\mathbb{R}$. The procedure has a parametric version as well.

For the sake of a certain standardization we postulate the distribution of gene expression $X$ of a randomly chosen gene standard Gaussian:

$$P(X \leq t) = \Phi(t) = \int_{-\infty}^t \varphi(u) du,$$
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where $\varphi(u) = \sqrt{\frac{1}{2\pi}}e^{-\frac{u^2}{2}}$. Consequently the random variable $\Phi(X)$ is uniformly distributed in the interval $(0, 1)$. This is the so called quantile transformation. We use the quantile transformation to parameterize the “backbone” function $S(t)$. The function

$$\Psi(u) = \lambda u + (1 - \lambda)u^\alpha$$

transforms monotonously the interval $(0, 1)$ into itself for any $0 \leq \lambda \leq 1$, $\alpha > 0$. The parametric form of the $k$th coordinate of the “backbone” function is

$$S_j(t) = A^L + \Psi_j(\Phi(t))(A^U - A^L),$$

where the interval $(A^L, A^U)$ is contained by the interval $(B^L, B^U)$ of cutpoints. (The parameters $\lambda, \alpha, A^L, A^U$ depend on $j$, but for the sake of simplicity it is not incorporated in the notations.)

### 3.3. Maximum Likelihood Estimate

Equation (1) gives the stochastic description of the data. At any given time for a given backbone function $S(t)$ we can simulate imaginary data fields. First we should decide that a randomly chosen gene independently or identically expressed by conditions. If it is identically expressed we generate a simple standard Gaussian variable $X$ and the corresponding gene expression levels are

$$H(S_k(X) + Z_k), \quad k = 1, \ldots, K,$$

where $H$ is given by (2), the parameters $B^L, B^U$ may depend on the investigated condition $k$ and $Z_1, \ldots, Z_K$ are independent Gaussian measurement errors with 0 expectations and $\sigma_1, \ldots, \sigma_K$ standard deviations. If the gene is independently expressed then we generate $K$ independent standard Gaussian variables $X_1, \ldots, X_K$ and the corresponding measured gene expression level is

$$H(S_k(X_k) + Z_k), \quad k = 1, \ldots, K.$$

If we know how to simulate data for a given backbone function $S(t)$, the actual form of $S(t)$ and the parameters $B^L, B^U, \sigma_1, \ldots, \sigma_K$ can be determined in course of some “tuning” procedure. We are seeking the main characteristics of the simulation which provides the best possible fit to the actual data. To evaluate the goodness of fit of a stochastic model we can use some set of statistics, simple functions of the data. This case tuning means to find the main characteristics providing the same statistics as the original data. This procedure resembles hitting target.

The logic of the main statistical estimation procedure is somewhat different. We evaluate the probability or likelihood of the data using actual main characteristics (parameters) of the stochastic model. The tuning procedure means to chose the parameters in order to maximize the likelihood function. Without truncation the likelihood of an identically expressed gene is

$$f^{(id)}(y) = \int_{-\infty}^{+\infty} \varphi(x) \prod_{k=1}^{K} \frac{1}{\sigma_k} \varphi \left( \frac{y_k - S_k(x)}{\sigma_k} \right) dx,$$
and likelihood of independently expressed gene is

$$f^{(\text{in})}(y) = \prod_{k=1}^{K} \int_{-\infty}^{+\infty} \varphi(x) \frac{1}{\sigma_k} \varphi \left( \frac{y_k - S_k(x)}{\sigma_k} \right) dx.$$  \hspace{1cm} (12)$$

Let us denote $r$ the probability that a gene is independently expressed. Then the density function of this model is

$$f(y) = (1 - r) f^{(\text{id})}(y) + r f^{(\text{in})}(y).$$  \hspace{1cm} (13)$$

In case of truncation, when the observation is $C^L$ resp. $C^U$ the term $\varphi \left( \frac{y_k - S_k(x)}{\sigma_k} \right)$ has to be substituted by $\Phi \left( \frac{B^L - S_k(x)}{\sigma_k} \right)$ resp. $1 - \Phi \left( \frac{B^U - S_k(x)}{\sigma_k} \right)$. If $C^L$ and $C^U$ coincide then the corresponding term is the sum of the above probabilities. If we have $n_\ell$ repeated observations for the gene $\ell$ under each conditions, i.e. we observe $y_{k,1}, \ldots, y_{k,n_\ell}$ for $k = 1, \ldots, K$, then we include them in the above likelihoods. Evaluating the measurements at each given time $m$ we have to maximize the loglikelihood function:

$$\mathcal{L} = \sum_{\ell=1}^{L} \log f(y_\ell).$$ \hspace{1cm} (14)$$

In parametric case this function depends on parameters $\lambda_k, \alpha_k, A^L_k, A^U_k, \sigma_k, \ k = 1, \ldots, K$ and the probability of independent expression level $r$.

The likelihood function could be optimized by standard optimization procedures. On the actual data we worked on, the result of the above procedure is given in Table 1.

In case of a linear regression the maximum likelihood estimate of the parameters are identical to the least square estimators of them. In our case the two methods are different even for identical genes. An advantage of the likelihood method is that it incorporates appropriately the truncated observations. It is possible to consider the likelihood of a truncated observation instead of substitute missing values for some artificial number or to leave out the corresponding data completely from the analysis.

The likelihood method gives an estimate for the probability of independent expression level $r$ (See Table 1.). Least square method gives only the distribution of residuals. A possible disadvantage of the maximum likelihood method is that it does not give direct decision that an individual gene is independently or identically expressed. For this aim the posterior probability of independence

$$\rho(y) = \frac{rf^{(\text{in})}(y)}{f(y)}$$

can be used with some cutpoints like $\%0.95$. The estimations of probabilities $p$ and $q_m$'s defined by formulas (3), (4) and (5) are

$$p = 0.13, \quad q_1 = 0.45, \quad q_2 = 0.44, \quad q_3 = 0.27, \quad q_4 = 0.24.$$

The following table shows how the number of independently expressed genes are changing as the cutpoint changes using parametric maximum likelihood estimation.
A further advantage of the likelihood method is that it determines not only the posterior probability of independent expression but posterior distribution of the original gene expression too. In certain sense we can see through the noise, reconstructing from observed data $Y$ the original $X$-s. One way to do that is calculating the most probable values, the other is the use of conditional expectation. We prefer to use the second method. We used the reconstructed data for constructing clusters. This reconstruction is the basis of the so called EM algorithm, which is a procedure for non-parametric estimation of the “backbone” function $S(t)$. Having at hand a candidate for $S(t)$, we calculate the appropriate conditional distribution of original gene expressions for each given measurement $Y$. Collecting the measured expressions on virtual expression with weights given by posterior probabilities we get a new estimator $\hat{S}(t)$ for the backbone curve. The procedure comes from the logic of the EM algorithm. In its general setting we take the conditional expectation of the loglikehood function of the full information model (E-step) and then take the maximum of this expected loglikehood value (M-step). In this case the full information model means the knowledge of the virtual gene expressions. The conditional expectation curve is no longer monotone non-decreasing, thus we have to incorporate into the procedure a weighted monotone regression estimation resulting $\tilde{S}(t)$ backbone curve where the procedure may be reiterated. Of course in the actual implementation of the algorithm we have to use some discretisation.

In Figures 1.a.–d. we present backbone or profile curves estimated by four methods discussed so far. The measured gene expressions, the little crosses, are colored blue for identically expressed genes and red for independently expressed genes. This coloring is based on the parametric maximum likelihood estimation. The non-parametric curve estimators, both the least square and the likelihood, have large intervals parallel to the coordinate axes. We started our data analysis with the non-parametric least square estimator (black curves on Figures 1.a.–d.) We turned to the likelihood method partly looking for smooth curves, to get rid of the steps, with no avail. Theoretical monotone regression of uniform distribution on a strip around the line of points with equal coordinates has steps with size third of the width of the strip.
4. Results: Forming Clusters of Gene Expressions

Although it is possible to cluster the raw experimental data of gene expressions, we prefer to use the conditional expectations of virtual gene expressions given by the maximum likelihood estimator. One advantage of this method is that conditional expectations are close to each other for identical genes.

For each gene, the average of virtual expressions under investigated conditions were taken at each time. Then we took differences from this average and performed principal component analysis to this data. Figure 2.a. shows the genes in the plane spanned by the two main factors of the principal component analysis. The majority of the investigated 410 genes are situated in the middle. However, 44 genes outside of the origins are forming four “arms”. We performed $k$-means clustering the data, with $k = 5$, and the colors of Figure 2.a. are showing these clusters in the plane of the two principal components. Figure 2.b. shows the time dynamics in the four clusters. We found that clusters of colors Red and Black contain mostly genes with different expression levels at time 1, while the Green and Blue clusters contain genes with independent expression levels mostly at time 2.

We call conditional expectations as Gaussian normalization of the measured gene expressions, because we postulated the distribution of gene expressions to be standard Gaussian. On the whole set of estimated gene expressions we formed 18 clusters which are shown by Figures 3.a–e. and the colors are showing the genes previously clustered by the $k$-means method. The figures showing the time dynamics of gene expressions at the observed four times. Curves with resp. without black dots showing time dynamics of gene expressions under condition 1 resp. condition 2.

The identity or independence of gene expressions was incorporated into the procedure of decomposition of mixtures of Gaussian distributions a similar way as it described in the previous section. As we remarked earlier decomposition of Gaussian mixtures is heavily sensitive for small eigenvalues of the covariance matrix and found that the cut point 0.1 is the best choice for our data.

It is important that in forming 18 clusters we did not use the result of the previously mentioned clustering. However, Figures 3.a.–e. were colored according to the colors of the cluster formed by the $k$-means method.

Considering Figure 3.c. genes belonging to the red cluster of label 83, 141, 193 and 408 under condition 2. are in Cluster 1. The corresponding gene expressions of condition 1. are in Cluster 5. (83, 141) and in Cluster 14 (193, 408). Cluster 1. contains genes with the smallest expression levels, in Cluster 5. the expression level high only at time 1 and Cluster 14. contains genes, highly expressed at time 1 and 3. The example shows that differences in gene expressions mostly come from differences of dynamics of expression levels under the different conditions. Of course, there are exceptions, mostly in the red cluster. Cluster 6. contains genes
49 and 154 and Cluster 12. contains genes 27 under both conditions. As the figure shows the same tendency of time dynamics appears under different conditions but the difference is not big enough to place them into separate clusters. Notice the general tendency that genes in the Red cluster at time 1. have higher expression level under condition 1 than under condition 2.
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<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>λ</td>
<td>0.1025</td>
<td>0.0755</td>
<td>0.0715</td>
<td>0.0588</td>
<td>0.1102</td>
<td>0.0969</td>
</tr>
<tr>
<td>A_U</td>
<td>0.0000</td>
<td>3.0634</td>
<td>9.2800</td>
<td>9.0400</td>
<td>4.8243</td>
<td>6.3200</td>
</tr>
<tr>
<td>A_L</td>
<td>302.5534</td>
<td>283.6295</td>
<td>291.5582</td>
<td>260.0800</td>
<td>228.9280</td>
<td>238.9873</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>λ</td>
<td>0.1102</td>
<td>0.1803</td>
<td>0.0619</td>
<td>0.0969</td>
<td>0.0800</td>
<td>0.0514</td>
</tr>
<tr>
<td>A_U</td>
<td>4.8243</td>
<td>0.0000</td>
<td>6.8400</td>
<td>6.3200</td>
<td>1.2648</td>
<td>5.3200</td>
</tr>
<tr>
<td>A_L</td>
<td>228.9280</td>
<td>266.8219</td>
<td>202.3663</td>
<td>238.9873</td>
<td>886.3566</td>
<td>483.5200</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>λ</td>
<td>0.0800</td>
<td>0.0914</td>
<td>0.0410</td>
<td>0.0514</td>
<td>0.1264</td>
<td>5.3200</td>
</tr>
<tr>
<td>A_U</td>
<td>1.2648</td>
<td>0.9523</td>
<td>11.4800</td>
<td>5.3200</td>
<td>886.3566</td>
<td>483.5200</td>
</tr>
<tr>
<td>A_L</td>
<td>886.3566</td>
<td>488.5640</td>
<td>826.5200</td>
<td>483.5200</td>
<td>886.3566</td>
<td>488.5640</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>9.3450</td>
<td>11.9890</td>
<td>8.8874</td>
<td>10.9055</td>
<td>9.1045</td>
<td>0.0677</td>
</tr>
<tr>
<td>λ</td>
<td>0.1045</td>
<td>0.1398</td>
<td>0.0423</td>
<td>0.0677</td>
<td>2.4985</td>
<td>6.5600</td>
</tr>
<tr>
<td>A_U</td>
<td>2.4985</td>
<td>0.0000</td>
<td>6.7600</td>
<td>6.5600</td>
<td>528.9654</td>
<td>569.3600</td>
</tr>
<tr>
<td>A_L</td>
<td>528.9654</td>
<td>577.3708</td>
<td>504.6000</td>
<td>569.3600</td>
<td>528.9654</td>
<td>577.3708</td>
</tr>
<tr>
<td>-------</td>
<td>--------------</td>
<td>--------------</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Estimate</td>
<td>Average</td>
<td>St.Error</td>
<td>Estimate</td>
<td>Average</td>
<td>St.Error</td>
</tr>
<tr>
<td>$r$</td>
<td>0.1717</td>
<td>0.1708</td>
<td>0.0249</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>9.5180</td>
<td>10.9904</td>
<td>0.4212</td>
<td>9.4512</td>
<td>10.3656</td>
<td>0.5275</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>9.6589</td>
<td>9.9296</td>
<td>0.3102</td>
<td>6.1100</td>
<td>6.4510</td>
<td>0.2566</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0715</td>
<td>0.0757</td>
<td>0.0041</td>
<td>0.0588</td>
<td>0.0550</td>
<td>0.0045</td>
</tr>
<tr>
<td>$A^U$</td>
<td>9.2800</td>
<td>9.3703</td>
<td>0.0494</td>
<td>9.0400</td>
<td>9.3382</td>
<td>0.4052</td>
</tr>
<tr>
<td>$A^L$</td>
<td>291.5582</td>
<td>291.7968</td>
<td>5.4295</td>
<td>260.0800</td>
<td>254.1093</td>
<td>3.9305</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Average</td>
</tr>
<tr>
<td>$r$</td>
<td>0.1651</td>
<td>0.1657</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>9.4404</td>
<td>11.9181</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>8.8160</td>
<td>8.4438</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0619</td>
<td>0.0680</td>
</tr>
<tr>
<td>$A^U$</td>
<td>6.8400</td>
<td>7.2067</td>
</tr>
<tr>
<td>$A^L$</td>
<td>202.3663</td>
<td>198.6596</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Average</td>
</tr>
<tr>
<td>$r$</td>
<td>0.1112</td>
<td>0.0903</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>11.8306</td>
<td>13.4448</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>20.3065</td>
<td>20.9693</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0410</td>
<td>0.0390</td>
</tr>
<tr>
<td>$A^U$</td>
<td>11.4800</td>
<td>13.3093</td>
</tr>
<tr>
<td>$A^L$</td>
<td>826.5200</td>
<td>773.4680</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>Average</td>
</tr>
<tr>
<td>$r$</td>
<td>0.0867</td>
<td>0.0792</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>8.8874</td>
<td>9.9130</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>10.9122</td>
<td>11.3682</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>0.0423</td>
<td>0.0507</td>
</tr>
<tr>
<td>$A^U$</td>
<td>6.7600</td>
<td>6.8486</td>
</tr>
<tr>
<td>$A^L$</td>
<td>504.6000</td>
<td>492.5773</td>
</tr>
</tbody>
</table>
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