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#### Abstract

A random walk process can be described as a walker's path which consists of a sequence of random steps associated with a time parameter. The exit time is defined to be the time taken for the random walker to first reach a specified point (or set of points). Exit times are very useful in many stochastic problems, because they are easy to measure compared with the probability of a random walker being at a particular position.

This dissertation is concerned with two exit time problems: reconstructing the flip rate of a persistent random walk from its exit time distribution and calculating the mean exit time of a high-dimensional random walk on a lattice.

The first problem is actually an inverse stochastic problem, where the underlying physics of the random walker is modeled by a one-dimensional Broadwell process. The Broadwell process can be described as a random walk, where the particle transitions, with a given flip rate, between two states having the same speed but opposite directions. The time taken for the particle to first reach either endpoint of a finite interval is recorded as the exit time. The goal is to infer the flip rate function of the Broadwell process from its exit time distribution. We provide a detailed description and analysis of two algorithms used for reconstructing the flip rate function of the Broadwell process. The first algorithm studied is the projection method, which reduces the dimensionality of the problem by representing the flip rate function as a linear combination of Legendre polynomials. The other algorithm is the layer stripping method, where we utilize a finite difference method and the causality of propagation to reconstruct the flip rate function. To verify the analytical solutions, we develop a Monte Carlo algorithm to simulate the Broadwell process, and acquire the exit time distributions, which are used to reconstruct the flip rate.


The second problem arises from clinical trials. In clinical trials, new drugs enjoy significant profitability during the patent protection period. Any clinical trial delays would increase the cost. Thus, how to accurately estimate the patient recruiting time and efficiently plan drug inventory so that the recruiting time is minimized is vital to clinical trials. We model the patient recruitment process by a particle undergoing a high-dimensional, integer-valued random walk. The patient recruiting time becomes the exit time of the random walk. We derive analytic approximations for the optimal drug distribution and associated mean recruiting time for multiple testing centers. We also develop a Monte Carlo algorithm to simulate the clinical trial recruiting process, then calculate the mean exit time and the optimal drug distribution from simulations to test the accuracy of analytical approximations.

## Chapter 1 <br> INTRODUCTION

### 1.1 Motivation

A random walk process can be described as a walker's trajectory which is composed of a series of successive random steps associated with a time parameter. It is used as a fundamental model for many stochastic phenomena, such as queueing-based computer networks in computer science [1, 2], fluctuating stock price in finance $[3,4]$ and the search paths of foraging animals in ecology $[5,6]$. Random walks have many properties, such as exit times, dispersal distribution, and recurrence rates. Among these properties, in particular, we are interested in the exit time [7], which is defined to be the time taken for the random walker to first reach a specified value (or set of values). For example, Figure 1.1 shows a discrete-time random walk on a one dimensional integer lattice. Let $X(t) \in \mathbb{Z}$ be the position of a random walk at time $t \in \mathbb{Z}$. A particle starts the random walk from $X(0)=0$ at $t=0$, and moves one step to the right $(X(1)=1)$ or left $(X(1)=-1)$ at time $t=1$ with probability $p$ or $q$ respectively, where $0 \leq p, q \leq 1, p+q=1$. If the exit time $\tau$ is defined as the time it takes for the particle to reach $N$ for the first time, then $\tau=\inf \{t \in \mathbb{Z}: X(t)=N\}$.


Figure 1.1: Random walk on one dimensional integer lattice

Exit times are very useful in studying random walk problems, because they are easy to measure compared with the probability of a random walker being at a particular position. Exit times are studied in biology, supply chain management, finance, and chemical physics. For example, in the mammalian central nervous system, the integrate-and-fire neuron model $[8,9,10]$ is a classic model for neural behavior analysis. The voltage (or membrane potential) between the interior and exterior of a neuron's membrane fluctuates as a result of the noisy synaptic inputs from other neurons. Once the voltage reaches a limit, a spike (or action potential) is generated and the potential resets to zero. The interspike times, which are experimentally measured [11], define the exit times of the fluctuating voltage. The biophysicist may want to infer the intrinsic current-voltage relationship of the neuron by studying the exit time distribution. For another example, in the stock market, reaching the break-even point (gains equal losses) is the first major step towards profitability. Because the stock price fluctuates from time to time, investors trading with stock options may want to make stock investment decisions based on the mean exit time when the stock price reaches break-even point, or exceeds a specified price for the first time [12, 7]. One common feature in these phenomena is that fluctuations in the quantity of interest are stochastic and the systems generate data in the form of exit times. In this dissertation, we focus on studying two exit problems arising from biophysics and clinical trial supply chain management.

### 1.2 Broadwell Processes

Of all the stochastic processes, Brownian motion is the most classic model and governed by the stochastic differential equation $\mathrm{d} X=\sqrt{2 D} \mathrm{~d} W$, where $D$ is the diffusion coefficient and $W$ is the Wiener process. However, in this dissertation, we will define any stochastic process governed by $\mathrm{d} X=c \mathrm{~d} t+\sqrt{2 D} \mathrm{~d} W$, where $c$ is the drift coefficient, as a "Brownian-like" random walk or a general stochastic process. There are many cases where the researchers would like to infer the parameters of a random walk from the first exit time $[13,14,15]$. Problems of this type are essentially stochastic
inverse problems. One application of stochastic inverse problems arises in the reconstruction of bond potentials from rupture time distributions $[16,17,18]$. Because many macromolecules can be stretched under mechanical force, applying controlled mechanical forces on single molecules plays an important role in understanding their structures and functions. In force spectroscopy experiments, an increasing force is applied across a macromolecular bond until it ruptures. Because of thermal fluctuations, the rupture force is a random variable; thus the goal is to infer properties of the bond potential from the distribution of rupture forces [19]. Stochastic inverse problems also commonly arise in diffuse optical tomography [20,21]. In all these applications, the exit time distribution of a "Brownian-like" motion leaving a finite interval is measured, and one wishes to reconstruct the drift and/or diffusion function.

While "Brownian-like" motion is a canonical stochastic model, the inverse problem associated with "Brownian-like" motion is ill-posed $[22,13]$ and motivates the study of stochastic exit time problems based on other types of random walk. Ill-posedness is a trademark of many inverse problems. A problem is well-posed if a solution exists, is unique and depends continuously on the data. Otherwise the problem is ill-posed. At present, issues of existence and uniqueness of spatially dependent parameters for random walks are generally not well established, although some important results for "Brownian-like" motions can be found in [22]. This triggers our interest to study stochastic problems of other types of random walk.

We generalize the study of "Brownian-like" inverse problems to Broadwell processes which was first introduced by Broadwell [23, 24, 25, 26] in 1964. A one dimensional Broadwell process can be described as the random walk of a particle that randomly transits between two states, where the two states are associated with the same speed but have opposite directions. The particle changes its traveling direction with a spatially dependent flip rate. The time it takes for the particle to first reach either endpoint of the interval is recorded as the exit time. Broadwell phenomena are ubiquitous in a wide range of areas, such as bacteria chemotaxis [27], microtuble growth [28], diffuse optical tomography [20], charge transport in DNA [29], and interactions
of individuals in fish schools [30].
The Broadwell process is governed by the telegrapher's equation $[31,32]$ and has the desirable property that it interpolates between a ballistic and diffusive motion [28, 29]: the time between transitions decreases as the flip rate increases, but increases as the flip rate decreases. The Broadwell model opens the analysis of the inverse problem for these two types of limiting processes; studying the inverse Broadwell problem may therefore provide insights into the important, fully diffusive problem. We specialize to the constant speed Broadwell process, assuming that transition probabilities are spatially dependent. From the distribution of exit times out of a finite interval, our goal is to find the transition probability ("flip-rate") function.

Many well-established optimization theories and numerical methods have been used to address the inverse problems, such as the minimization of a Tikhonov regularized objective function. However, it might be time consuming to optimize an objective function due to the large number of iterations. Geophysicists have developed the layer stripping algorithm (or downward continuation algorithm) [33, 34, 35] as an alternative to solving an optimization problem. The layer stripping algorithm, which arises from one-dimensional inverse scattering (impulse-response) problem in reflection seismology [36], speech synthesis [37] and transmission-line models [38], is established on the method of characteristics [39], the finite difference method, and causal boundary data. Another classical inversion method commonly used for inverse scattering problems is formulated in the form of an integral equation and non-causal boundary data. Boundary data is causal if it is generated by solving an initial boundary value problem; otherwise, the boundary data is non-causal. There are various integral equation based methods proposed by Krein [40], Gopinath and Sondhi [41, 42], Gelfand and Levitan [43, 44], and Marchenko et al [45], for solving this inverse problem. These integral equations, which are associated with special structured kernels, such as Toeplitz [46] and Hankel [47], are formulated by considering particular impulse-response pairs of scattering data measured at the boundary of the medium. The difference between the
layer stripping algorithm and the method of integral equations is that the layer stripping algorithm utilizes the differential structure and the causality of propagation to reconstruct the medium layer by layer, while the integral equation utilizes the causality, symmetry and losslessness properties of the medium for reconstruction.

Accurately simulating the exit times of a Brownian motion can be quite involved although reliable methods do exist: see $[48,49,50,51]$ for example. Nevertheless, one important advantage of studying the Broadwell model is the ease with which it can be simulated. Accurate simulations are critical for comparisons between reconstructed flip-rate functions and the underlying target functions that produced the exit data. When generating the exit time distribution from our simulations, the only error (besides round-off) stems from using a finite number of realizations.

### 1.3 Clinical Trials

Clinical trials are a series of tests at certain stages of drug development to generate safety and efficacy data before pharmaceutical companies can commercialize their new drugs. On average, for an oncology drug, it usually takes 7 years to complete clinical trials [52]. For other drugs, it takes a similar amount of time to complete the trials. It is obvious that the trial duration occupies a significant fraction of the 20 years of patent protection time in the US. The pharmaceutical companies can only make a large profit during the patent protection time. Hence, it is very important for the drug manufacturers to avoid clinical trial delays and accelerate clinical trials to guarantee profitability.

In addition, clinical trials are often very expensive. Recently, there has been a trend of conducting clinical trials in developing countries in Eastern Europe, Latin America and Asia [53]. The clinical trial globalization requires an internationally flexible drug supply chain, which increases the associated cost [54]. It is expensive to adopt the traditional practice of keeping a large supply of drugs in testing centers. Pharmaceutical companies need to optimize drug inventories to save cost [55, 56].

As the time and cost problems are interwoven in clinical trials, one question arises: how can the drug inventory be efficiently planned so that the recruiting time is minimized while the drug is distributed in numerous locations globally? In clinical trials, sufficient patient recruitment is crucial. However, less than one third of publicly funded trials successfully recruit the planned number of patients on time [57, 58]. Also, the investigators often underestimate the time to recruit the target number of patients. Estimating the patient recruiting time accurately is critical to the success of the trial.

Currently, there are five main models to estimate the recruiting time: the unconditional model, the conditional model, the Poisson model, the Bayesian model, and the Markov model. The unconditional model was developed by Carter [59], which assumes that all the testing centers start recruiting at the same time, and estimates the recruiting time by dividing the target patient sample size by expected total patient arrival rate, which is the sum of all individual arrival rates at each center. The expected individual arrival rate is estimated from historical data at each testing center, and assumed to be a fixed constant during the whole trial. However, this model fails to consider a scenario such as varying total arrival rate, and different starting times for the recruitment process. The conditional model (Carter [59] and Moussa [60]) addresses the limitation of the unconditional model by allowing different testing centers to have different total arrival rates, allowing varying number of testing centers, or letting the recruitment process start at different times, depending on the needs of the clinical trial. The Poisson model with time-constant rate is discussed in Carter and Anisimov's papers [61, 62, 59, 63]. Carter discussed the model theoretically [63] and its implementation [59]. Anisimov proposed [61, 62] that the recruitment rate is Gamma distributed in his Poisson model. Based on the Poisson-gamma model, Anisimov used statistical techniques to estimate the parameters of the model, predicted the remaining recruitment time, and established confidence intervals on the number of centers required to recruit in a certain time. Williford [64] and Gajewski [65] proposed a Bayesian method, which starts with a prior distribution for arrival rates, then obtains the posterior predictive distribution by calculating the weighted average of data from
the prior distribution and the actual data in the trial. As more and more actual data is collected, the weight on prior distribution decreases and the weight on the actual data increases. Five Monte-Carlo simulation Markov models are developed by Abbas [66] to simulate the recruitment process. Each model considers two states: a contacted state and an arrived state. The contacted state is the state that the volunteer patient contacts the testing center, or is contacted by a recruiter, and the patient may or may not agree to participate in the trial. The arrived state is the state that the contacted patient agrees to participate in the trial. The five models are: the simplest model (SM), the continuous time with constant probability model (SM1), the continuous time with probability distribution model (SM2), the discrete time with replacements model (SM3), and the discrete time without replacements model (SM4). SM discusses the recruitment process with fixed variables, and assumes that the recruiting time is a continuous variable, which can be calculated by summation of the continuous inter-arrival times. SM1 discusses the recruitment process with random variables, but considers the case that the contacted patients move to arrived state with constant probability. SM2 studies the same recruitment process as SM1, but the probability of contacted patients moving to the arrived state follows a uniform distribution. SM3 assumes that the recruiting time is a discrete variable, and the patients who don't move from contacted state to arrived state in the first period of time will be re-considered in the future period of time. SM4 assumes that the recruiting time is also a discrete variable, but the patients who don't move to arrived state in a certain period of time will not be considered again.

Some researchers have used multi-echelon inventory methods and discrete event simulations $[67,68,69,70,71,72]$ to study the clinical trial supply chain optimization problem from the perspective of cost reduction. However, the analytic solutions for clinical trial supply chain optimization with respect to time reduction have not been well studied. In this dissertation, we provide an analytic solution to the problem of finding an efficient plan for drug inventory.

In general, before the trial starts, statisticians calculate the number of patients
$h$ needed for the trial [73, 74, 75, 76], where $h$ is called the patient horizon. Suppose a pharmaceutical company would like to recruit $h$ patients from $m$ testing centers, each with $n_{i}$ number of drugs respectively, $i=1,2, \ldots, m$, and the total number of drugs $n=\sum_{i=1}^{m} n_{i}=h$. The patients arrive at each testing center with different rates and we are interested in the time taken to recruit $h$ patients. This process can be described as a random walk on a $m$-dimensional lattice $\left[0, n_{1}\right] \times\left[0, n_{2}\right] \times \ldots\left[0, n_{m}\right]$, where the walker moves one step in positive direction of $i^{\text {th }}$ coordinate with probability $p_{i}$ if center $i$ recruits one patient. Once the walker moves $h$ steps in total, the travel time is recorded as the exit time, which is the desired recruiting time. Problems of this type are essentially random walks on $m$-dimensional lattices [ $77,78,79,80,81,82,83$ ], arising in solid state physics problems, such as the trapping of mobile defects in crystals [77, 84, 85, 86, 87] and the transient photoconductivity of amorphous semiconductors [88, 89]. In these studies, exit time properties, such as the probability for a random walker to first reach a specific point after $n$ steps, the mean number of steps and recurrence time to return to the origin (or any other points on a $m$-dimensional periodic lattice) for the first time, are well studied. The mathematical tools that are used in treating these exit time problems are: Fourier and Laplace transforms, the generating function, Green's functions and basic asymptotic analysis. In this dissertation, we are interested in optimizing the drug inventory among $m$ testing centers so that the mean exit time is minimized, and will use asymptotic methods to solve the problem.

### 1.4 Dissertation Outline

The work presented in this dissertation can be divided into the following chapters:

Chapter 1 herein summarizes the motivation for this work, gives the background of exit time problems in random walks and their applications in a variety of disciplines. In particular, it discusses the exit time problems arising from the Broadwell process and clinical trial supply chains.

Chapter 2 presents the backward Kolmogorov equation for the two-state Broadwell problem parameterized by a spatially dependent (but state-symmetric) flip rate and a constant speed.

Chapter 3 explains the Monte-Carlo method used to simulate a Broadwell random walker with spatially dependent velocity and flip rate.

Chapter 4 discusses the reconstruction of the flip rate function in a Broadwell process from the exit time distributions using projection methods, which involve minimizing the distance between the solution of the backward Kolmogorov equation and exit time data (derived from simulations or from the solutions of the backward Kolmogorov equation with a target flip rate function).

Chapter 5 discusses the reconstruction of the flip rate function in a Broadwell process from the exit time distributions using the layer stripping method which utilizes the finite difference method and the method of characteristics to reconstruct the flip rate function layer by layer.

Chapter 6 presents an asymptotic method to calculate the mean exit time for recruiting $h$ patients from $m$ testing centers, when the total number of drugs $n=h$. We also present a way to optimize the drug inventory among the centers so that the mean exit time is minimized.

## Chapter 2

## FORWARD AND BACKWARD EQUATIONS FOR A STOCHASTIC PROCESS

In this chapter, we first provide a brief introduction to the forward and backward equations of a stochastic process. Then we derive the backward equation for the two-state Broadwell problem parameterized by a spatially dependent flip rate and a constant speed.

### 2.1 Forward and Backward Kolmogorov Equation

Let $P(y, \sigma \mid x, \tau)$ denote the transition probability for a diffussion process, that is continuous in time and position, to transite from starting position $x$ at time $\tau$ to current position $y$ at time $\sigma, 0 \leq \tau<\sigma$.

The Kolmogorov forward equation addresses the forward problem: suppose we know the probability of the particle being at the initial position $x$ at time $\tau$, and would like to know the probability of the particle being at position $y$ at time $\sigma$. Thus, the Kolmogorov forward equation is a differential equation describing the dynamics of transition probability at current position and time $(y, \sigma)$, given the initial position and time $(x, \tau)$. The "forward" refers to the fact that the PDE is integrated forward in time.

The forward Kolmogorov equation can be derived by applying the Chapman -Kolmogorov equation to $P(y, \sigma+\Delta \sigma \mid x, \tau)$,

$$
\begin{equation*}
P(y, \sigma+\Delta \sigma \mid x, \tau)=p P(y-\Delta y, \sigma \mid x, \tau)+p P(y+\Delta y, \sigma \mid x, \tau)+(1-2 p) P(y, \sigma \mid x, \tau) \tag{2.1}
\end{equation*}
$$

where $\Delta \sigma>0, p$ is the probability of hopping to the left or right, $1-2 p$ is the probability of staying at the same position without hopping. Equation (2.1) can be explained as


Figure 2.1: Diagram for forward equation
follows. Given initial position and time $(x, \tau)$, the probability of the random walker being at $(y, \sigma+\Delta \sigma)$ is equal the sum of three probabilities: (1) the random walker starts at $(x, \tau)$ and arrives at $(y-\Delta y, \sigma)$, then takes time $\Delta \sigma$ to hop to $y$ with probability $p$; (2) the random walker starts from $x$ at time $\tau$ and arrives at $y+\Delta y$ at time $\sigma$, then takes time $\Delta \sigma$ to hop to $y$ with probability $p$; (3) the random walker starts from $(x, \tau)$ and arrives at $(y, \sigma)$, then stays at $y$ for time $\Delta \sigma$ with probability $1-2 p$. See Figure 2.1.

Then applying Taylor's formula to equation (2.1) about ( $y, \sigma$ ), we find that

$$
\begin{align*}
& P(y, \sigma+\Delta \sigma \mid x, \tau)-P(y, \sigma \mid x, \tau) \\
= & p[P(y-\Delta y, \sigma \mid x, \tau)+P(y+\Delta y, \sigma \mid x, \tau)-2 P(y, \sigma \mid x, \tau)], \\
= & p\left[P(y, \sigma \mid x, \tau)-\frac{\partial}{\partial y} P(y, \sigma \mid x, \tau) \Delta y+\frac{(\Delta y)^{2}}{2} \frac{\partial^{2} P(y, \sigma \mid x, \tau)}{\partial y^{2}}+O\left((\Delta y)^{3}\right)\right. \\
& +P(y, \sigma \mid x, \tau)+\frac{\partial}{\partial y} P(y, \sigma \mid x, \tau) \Delta y+\frac{(\Delta y)^{2}}{2} \frac{\partial^{2} P(y, \sigma \mid x, \tau)}{\partial y^{2}}+O\left((\Delta y)^{3}\right) \\
& -2 P(y, \sigma \mid x, \tau)], \\
= & p\left[\frac{\partial^{2} P(y, \sigma \mid x, \tau)}{\partial y^{2}}(\Delta y)^{2}+O\left((\Delta y)^{3}\right)\right] . \tag{2.2}
\end{align*}
$$

Divide equation (2.2) by $\Delta \sigma$, and assume that

$$
\lim _{\Delta \sigma, \Delta y \rightarrow 0} \frac{(\Delta y)^{2}}{\Delta \sigma}=D, \quad \lim _{\Delta \sigma, \Delta y \rightarrow 0} \frac{(\Delta y)^{3}}{\Delta \sigma}=0 .
$$

Then we have

$$
\frac{\partial}{\partial \sigma} P(y, \sigma \mid x, \tau)=\mathcal{L} P(y, \sigma \mid x, \tau)
$$

where

$$
\mathcal{L}=p D \frac{\partial^{2}}{\partial y^{2}},
$$

and $p D$ is the diffusion coefficient.
The Kolmogorov backward equation addresses the backward problem: suppose we know the probability distribution of $y$ at time $\sigma$, and would like to know the probability of the random walk initially starting at $x$ at time $\tau$. Thus, the Kolmogorov backward equation is a differential equation describing the dynamics of the transition probability at initial position and time $(x, \tau)$ given the current position and time $(y, \sigma)$. The "backward" refers to the fact that the PDE is integrated backward in time. Again,


Figure 2.2: Diagram for backward equation
we can apply the Chapman-Kolmogorov equation to $P(y, \sigma \mid x, \tau)$ :
$P(y, \sigma \mid x, \tau)=p P(y, \sigma \mid x+\Delta x, \tau+\Delta \tau)+p P(y, \sigma \mid x-\Delta x, \tau+\Delta \tau)+(1-2 p) P(y, \sigma \mid x, \tau+\Delta \tau)$.

Equation (2.3) can be explained as follows. Given current position and time $(y, \sigma)$, the probability of the random walker initially being at $(x, \tau)$ is equal the sum of three probabilities: (1) the random walker takes time $\Delta \tau$ to hop to $x+\Delta x$ from $x$ with probability $p$, then continues random walk from $(x+\Delta x, \tau+\Delta \tau)$ to the current position and time $(y, \sigma) ;(2)$ the random walker takes time $\Delta \tau$ to hop to $x-\Delta x$ from $x$ with probability $p$, then continues random walk from $(x-\Delta x, \tau+\Delta \tau)$ to the current position and time $(y, \sigma) ;(3)$ the random walker starts from $(x, \tau)$ and stay at $x$ for time $\Delta \tau$ with probability $1-2 p$, then continues the random walk from $(x, \tau+\Delta \tau)$ to the current position and time $(y, \sigma)$. See Figure 2.2. Using Taylor's expansion,

$$
\begin{align*}
& P(y, \sigma \mid x, \tau)-P(y, \sigma \mid x, \tau+\Delta \tau) \\
= & p[P(y, \sigma \mid x+\Delta x, \tau+\Delta \tau)+P(y, \sigma \mid x-\Delta x, \tau+\Delta \tau)-2 P(y, \sigma \mid x, \tau+\Delta \tau)], \\
= & p\left[P(y, \sigma \mid x, \tau+\Delta \tau)-\frac{\partial}{\partial y} P(y, \sigma \mid x, \tau+\Delta \tau) \Delta x+\frac{(\Delta x)^{2}}{2} \frac{\partial^{2} P(y, \sigma \mid x, \tau+\Delta \tau)}{\partial x^{2}}\right. \\
& +O\left((\Delta x)^{3}\right)+P(y, \sigma \mid x, \tau+\Delta \tau)+\frac{\partial}{\partial y} P(y, \sigma \mid x, \tau+\Delta \tau) \Delta x \\
& \left.-\frac{(\Delta x)^{2}}{2} \frac{\partial^{2} P(y, \sigma \mid x, \tau+\Delta \tau)}{\partial x^{2}}+O\left((\Delta x)^{3}\right)-2 P(y, \sigma \mid x, \tau+\Delta \tau)\right], \\
= & p \frac{\partial^{2} P(y, \sigma \mid x, \tau+\Delta \tau)}{\partial x^{2}} \Delta x^{2}+O\left((\Delta x)^{3}\right) . \tag{2.4}
\end{align*}
$$

Divide equation (2.4) by $\Delta \tau$, and assume that

$$
\lim _{\Delta \tau, \Delta x \rightarrow 0} \frac{(\Delta x)^{2}}{\Delta \tau}=D, \quad \lim _{\Delta \tau, \Delta x \rightarrow 0} \frac{(\Delta y)^{3}}{\Delta \tau}=0
$$

we have

$$
-\frac{\partial}{\partial \tau} P(y, \sigma \mid x, \tau)=\mathcal{L}^{*} P(y, \sigma \mid x, \tau)
$$

where

$$
\mathcal{L}^{*}=p D \frac{\partial^{2}}{\partial x^{2}}
$$

$p D$ is the diffusion coefficient.
We see that both Kolmogorov forward and backward equations describe the Brownian process, and the backward operator is the adjoint of the forward operator,
the forward and backward operators are the same in this case. But the backward operator is especially helpful in obtaining the exit time distribution from the survival probability of the Brownian process. Let $A$ and $B$ be two positions on the interval, where $A<B$, we define the exit time as the time it takes for the Brownian process to reach either position $A$ or $B, S(x, t)=\operatorname{Prob}(A<x<B)$ be the probability that the process doesn't reach positions $A$ or $B$ at time $t$ given that it starts from $x$ at time 0. $S(x, t)$ is also called the survival probability, and is given by integrating over all possible current positions $y$ :

$$
S(x, t)=\int_{A}^{B} P(y, t \mid x, 0) \mathrm{d} y
$$

where $P(y, t \mid x, 0)$ is the transition probability. If the particle has survived until $t$ but exits at time $t+\mathrm{d} t, w(x, t) \mathrm{d} t$ represents the probability of first exit in time interval $(t, t+\mathrm{d} t)$, then the exit time distribution $w(x, t)$ can be obtained by
$\operatorname{Prob}(t \leq$ exit time $\leq t+\mathrm{d} t \mid$ initial position $x)=w(x, t) \mathrm{d} t=S(x, t)-S(x, t+\mathrm{d} t)$,

$$
\begin{equation*}
\Rightarrow w(x, t)=-\frac{\partial}{\partial t} S(x, t) \tag{2.5}
\end{equation*}
$$

### 2.2 Derivation of Backward Equation for Broadwell Process

In this section, we derive the backward equation from the forward equation of the Broadwell process using the fact that the backward equation is the adjoint of the forward equation. The two-state Broadwell model can be described as a particle's random walk parameterized by a starting position $x \in[-L / 2, L / 2]$ at time $\tau$, a velocity $+v$ (state 1 , where $v$ is a positive constant) or $-v$ (state 2 ), and a flip rate $F(y)$, where $y \in[-L / 2, L / 2]$ represents the current position at time $\sigma$. While traveling with speed $v$, the particle shifts between the two states with probability $F(y) \mathrm{d} \sigma$ within time interval $(\sigma, \sigma+\mathrm{d} \sigma)$. We define $l$ and $k$ as the initial state and the current state respectively, where $l, k \in\{1,2\} . \quad P_{k l}(y, \sigma \mid x, \tau) \mathrm{d} y$ is the probability that the particle lies in the interval $(y, y+\mathrm{d} y)$ in state $k$ at time $\sigma$, given that the particle initially starts at $x$ in state $l$ at time $\tau$.

Given a starting position $x$, when the particle exits from either endpoint, the total travel time is recorded. When the Broadwell process is repeated a large number of times, we obtain the exit time distributions. Define $w_{1}(x, t), w_{2}(x, t)$ to be exit time distributions conditioned on the particle initially starting from $x$ in state 1 or state 2 respectively, where $t$ is the exit time. We now derive equations for $w_{1}(x, t)$ and $w_{2}(x, t)$.

Let $P_{1 l}(y, \sigma \mid x, \tau)$ and $P_{2 l}(y, \sigma \mid x, \tau)$ represent the probability that the particle is at $y$ in state 1 and 2 at time $\sigma$ respectively, given that the particle initially starts at $x$ in state $l$ at time $\tau$. Consider the forward equations for the transition probabilities $P_{1 l}(y, \sigma \mid x, \tau)$ and $P_{2 l}(y, \sigma \mid x, \tau)$ of the Broadwell process:

$$
\begin{align*}
\frac{\partial}{\partial \sigma} P_{1 l}(y, \sigma \mid x, \tau) & =-v \frac{\partial}{\partial y} P_{1 l}(y, \sigma \mid x, \tau)+F(y)\left(P_{2 l}(y, \sigma \mid x, \tau)-P_{1 l}(y, \sigma \mid x, \tau)\right)  \tag{2.6}\\
\frac{\partial}{\partial \sigma} P_{2 l}(y, \sigma \mid x, \tau) & =v \frac{\partial}{\partial y} P_{2 l}(y, \sigma \mid x, \tau)+F(y)\left(P_{1 l}(y, \sigma \mid x, \tau)-P_{2 l}(y, \sigma \mid x, \tau)\right)  \tag{2.7}\\
P_{1 l}(-L / 2, \sigma \mid x, \tau) & =0  \tag{2.8}\\
P_{2 l}(L / 2, \sigma \mid x, \tau) & =0 \tag{2.9}
\end{align*}
$$

for $\sigma>\tau,-L / 2<y<L / 2$, and

$$
\begin{align*}
& P_{1 l}(y, \sigma \mid x, \tau)=\delta_{1 l} \delta(y-x),  \tag{2.10}\\
& P_{2 l}(y, \sigma \mid x, \tau)=\delta_{2 l} \delta(y-x) \tag{2.11}
\end{align*}
$$

for $\sigma \leq \tau,-L / 2<y<L / 2$, where $\delta_{1 l}$ and $\delta_{2 l}$ are Kronecker delta functions, and $\delta(\cdot)$ is Dirac delta function.

Equation (2.6) can be explained by the two equations below:

$$
\begin{align*}
\frac{\partial}{\partial \sigma} P_{1 l}(y, \sigma \mid x, \tau) & =-v \frac{\partial}{\partial y} P_{1 l}(y, \sigma \mid x, \tau)  \tag{2.12}\\
\frac{\partial}{\partial \sigma} P_{1 l}(y, \sigma \mid x, \tau) & =F(y)\left(P_{2 l}(y, \sigma \mid x, \tau)-P_{1 l}(y, \sigma \mid x, \tau)\right) \tag{2.13}
\end{align*}
$$

Equation (2.12) is actually a transport equation, which means that the particle is advecting to the right with constant speed $v$. In equation (2.13), when the right-hand side is positive, the particle is currently more likely to be in state 2 than state 1 , and $P_{1 l}(y, \sigma \mid x, \tau)$ on the left-hand side increases, which means that the particle is more
likely to flip from current state 2 to state 1 . We can combine equations (2.12) and (2.13) into equation (2.6), which means that when the particle is in state 1 , advecting to the right with constant speed $v$, it is more likely to flip from current state 1 to state 2 . Equation (2.7) means that when the particle is in state 2, advecting to the left with constant speed $v$, it is more likely to flip from current state 2 to state 1 . Equations (2.8) and (2.9) state that no matter where the Broadwell process starts, given $\sigma>\tau$, the probability of observing a particle at $y=-L / 2$ in state 1 (moving to the right) and the probability of observing a particle at $y=L / 2$ in state 2 (moving to the left) are zero. Hence, equations (2.8) and (2.9) are "absorbing" boundary conditions. When $l=1$, equations (2.10) and (2.11) become $P_{11}(y, \sigma \mid x, \tau)=\delta(y-x)$ and $P_{21}(y, \sigma \mid x, \tau)=0$, saying that the particle is in state 1 and position $x$ before the Broadwell process really starts, i.e. $\sigma \leq \tau$. Similarly, taking $l=2$ yields $P_{12}(y, \sigma \mid x, \tau)=0$ and $P_{22}(y, \sigma \mid x, \tau)=$ $\delta(y-x)$, saying that the particle is in state 2 and position $x$ before the Broadwell process really starts. In other words, equations (2.10) and (2.11) state that the particle is in position $x$ state $l$ when $\sigma \leq \tau$.

We rewrite equations (2.6) and (2.7) in operator form as

$$
\begin{equation*}
\frac{\partial}{\partial \sigma} P_{k l}(y, \sigma \mid x, \tau)=\mathcal{L}(y, k) P_{k l}(y, \sigma \mid x, \tau), \quad k=1,2 \tag{2.14}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\mathcal{L}(y, k) P_{k l}(y, \sigma \mid x, \tau)=\sum_{k^{\prime}=1}^{2} L_{k k^{\prime}}(y) P_{k^{\prime} l}(y, \sigma \mid x, \tau) \\
L_{11}(y)=-v \frac{\partial}{\partial y}-F(y), & L_{12}(y)=F(y) \\
L_{21}(y)=F(y), & L_{22}(y)=v \frac{\partial}{\partial y}-F(y) \tag{2.17}
\end{array}
$$

The backward equation is given in terms of the adjoint operator $\mathcal{L}^{*}[90,14]$ operating on the initial position and state:

$$
\begin{equation*}
-\frac{\partial}{\partial \tau} P_{k l}(y, \sigma \mid x, \tau)=\mathcal{L}^{*}(x, l) P_{k l}(y, \sigma \mid x, \tau), \quad l=1,2 \tag{2.18}
\end{equation*}
$$

where

$$
\begin{array}{ll}
\mathcal{L}^{*}(x, l) P_{k l}(y, \sigma \mid x, \tau)=\sum_{l^{\prime}=1}^{2} L_{l l^{\prime}}^{*}(x) P_{k l^{\prime}}(y, \sigma \mid x, \tau) \\
L_{11}^{*}(x)=v \frac{\partial}{\partial x}-F(x), & L_{12}^{*}(x)=F(x) \\
L_{21}^{*}(x)=F(x), & L_{22}^{*}(x)=-v \frac{\partial}{\partial x}-F(x) . \tag{2.21}
\end{array}
$$

Let $t=\sigma-\tau$. Because the Broadwell process is a time homogeneous process, given a previous configuration $(l, x)$, the probability of finding the particle in configuration (state $k$, position $y$ ) depends only on the length of time separating the two configurations. We have $P_{k l}(y, t \mid x, 0)=P_{k l}(y, \sigma \mid x, \tau)$ and $-\frac{\partial}{\partial \tau}=\frac{\partial}{\partial t}$. Hence, the backward equations become

$$
\begin{align*}
\frac{\partial}{\partial t} P_{k 1}(y, t \mid x, 0) & =\left(v \partial_{x}-F(x)\right) P_{k 1}(y, t \mid x, 0)+F(x) P_{k 2}(y, t \mid x, 0)  \tag{2.22}\\
\frac{\partial}{\partial t} P_{k 2}(y, t \mid x, 0) & =F(x) P_{k 1}(y, t \mid x, 0)+\left(-v \partial_{x}-F(x)\right) P_{k 2}(y, t \mid x, 0),  \tag{2.23}\\
P_{k 1}(y, t \mid L / 2,0) & =0,  \tag{2.24}\\
P_{k 2}(y, t \mid-L / 2,0) & =0, \tag{2.25}
\end{align*}
$$

for $t>0, y \in D$ and

$$
\begin{align*}
& P_{k 1}(y, t \mid x, 0)=\delta_{k 1} \delta(y-x),  \tag{2.26}\\
& P_{k 2}(y, t \mid x, 0)=\delta_{k 2} \delta(y-x), \tag{2.27}
\end{align*}
$$

for $t \leq 0, y \in D$. Equations (2.24) and (2.25) mean that when the particle initially starts at $x=L / 2$ or $x=-L / 2$ at $t=0$, advecting to the right or left respectively, it exits as long as $t>0$. The probability of observing the particle in position $y$ at time $t>0$ is zero.

Let $S_{1}(x, t)$ be the probability that the particle is in $[-L / 2, L / 2)$ at time $t$ given that it starts at position $x$ in state $1, S_{2}(x, t)$ be the probability that the particle is in $(-L / 2, L / 2]$ at time $t$ given that it starts at position $x$ in state 2 . Then the survival probabilities are given by integrating over all possible current positions $y$ and states:

$$
\begin{equation*}
S_{i}(x, t)=\int_{-\frac{L}{2}}^{\frac{L}{2}} \sum_{k=1}^{2} P_{k i}(y, t \mid x, 0) \mathrm{d} y, \quad i=1,2 \tag{2.28}
\end{equation*}
$$

Then equations (2.22) - (2.25) transform to

$$
\begin{align*}
\frac{\partial S_{1}}{\partial t}-v(x) \frac{\partial S_{1}}{\partial x} & =F(x)\left(S_{2}-S_{1}\right)  \tag{2.29}\\
\frac{\partial S_{2}}{\partial t}+v(x) \frac{\partial S_{2}}{\partial x} & =F(x)\left(S_{1}-S_{2}\right)  \tag{2.30}\\
S_{1}(L / 2, t) & =0  \tag{2.31}\\
S_{2}(-L / 2, t) & =0 \tag{2.32}
\end{align*}
$$

for $t>0,-L / 2<x<L / 2$, and equations (2.26), (2.27) become

$$
\begin{align*}
& S_{1}(x, t)=1  \tag{2.33}\\
& S_{2}(x, t)=1 \tag{2.34}
\end{align*}
$$

for $x \in[-L / 2, L / 2], t \leq 0$.
In fact, we observe that $S_{1}(L / 2, t)=S_{2}(-L / 2, t)=H(-t)$ for any $t$. Let $w_{i}(x, t), i=1,2$ be the exit time distribution. Then we have

$$
\begin{align*}
w_{i}(x, t) \mathrm{d} t & =S_{i}(x, t)-S_{i}(x, t+\mathrm{d} t)  \tag{2.35}\\
\Rightarrow w_{i}(x, t) & =-\frac{\partial S_{i}}{\partial t} \tag{2.36}
\end{align*}
$$

which are analogues of equation (2.5) used for deriving the exit time distribution of Brownian process. Taking the derivative of equations (2.29) - (2.34) with respect to $t$, we finally obtain the equations for exit time distribution:

$$
\begin{align*}
\frac{\partial w_{1}}{\partial t}-v \frac{\partial w_{1}}{\partial x} & =F(x)\left(w_{2}-w_{1}\right)  \tag{2.37}\\
\frac{\partial w_{2}}{\partial t}+v \frac{\partial w_{2}}{\partial x} & =F(x)\left(w_{1}-w_{2}\right)  \tag{2.38}\\
w_{1}(L / 2, t) & =\delta(t)  \tag{2.39}\\
w_{2}(-L / 2, t) & =\delta(t) \tag{2.40}
\end{align*}
$$

for $t>0,-L / 2<x<L / 2$, and

$$
\begin{align*}
& w_{1}(x, t)=0,  \tag{2.41}\\
& w_{2}(x, t)=0 . \tag{2.42}
\end{align*}
$$

for $t \leq 0$, where $\delta(t)$ is the Dirac delta function. Equations (2.37) - (2.42) will be used extensively throughout the dissertation.

## Chapter 3 MONTE-CARLO SIMULATION FOR THE BROADWELL PROCESS

In this Chapter, we present a Monte-Carlo method to simulate the Broadwell process and obtain the exit time distributions. One important advantage of studying the Broadwell model is the ease with which it can be simulated. Accurate simulations are critical for comparisons between reconstructed flip-rate functions and the underlying target functions that produced the exit time data. When generating the exit time distribution from our simulations, the dominant error (besides round-off) stems from using a finite number of realizations.

### 3.1 Monte-Carlo Simulation Using Rejection-Acceptance

We now give details of our Monte-Carlo method in Algorithm 2. This method can be used to simulate a Broadwell particle with spatially dependent velocity, even though for our inverse problem, the particles always have constant velocity. The method is based on the Rejection-Acceptance method [91], a common method for drawing random variables from a probability density function (pdf) whose functional form is known, but non-standard. For example, we can use Rejection-Acceptance method to generate a random variable having pdf: $f_{X}(x)=\frac{2}{3 \pi} \sqrt{9-x^{2}},-3 \leq x \leq 3$. The Rejection-Acceptance method is described in Algorithm 1.

We note four important points about the Monte-Carlo method.

1. The algorithm samples from $w_{1}\left(y_{0}, t\right)$ or $w_{2}\left(y_{0}, t\right)$ depending on the initial velocity/state: see equation (3.3).
2. The algorithm generates random variables for the time periods in between the state transitions $\theta$ (the "flip times"). For a Broadwell process with a constant
```
Algorithm 1 Rejection-Acceptance Algorithm
    Require: we have known a method for simulating a random variable \(Y\) having pdf
    \(g(\cdot)\), and would like to generate a random variable \(X\) with pdf \(f(\cdot)\). Also, suppose
    there exists a constant \(C\) such that
\[
\frac{f(x)}{g(x)} \leq C \quad \text { for all } x
\]
Generate a random variable \(Y\) distributed as \(g(\cdot)\).
Generate \(U \sim U(0,1)\), where \(U\) is independent from \(Y\).
if \(U \leq \frac{f(Y)}{C g(Y)}\), then
        set \(X=Y\) ("acceptance");
    else
        Goto 2.
    end if
```

transition rate, the flip times are exponentially distributed. For a spatiallydependent transition rate $F(y)$, the flip time $\theta \equiv t_{j+1}-t_{j}$ is distributed according to

$$
\begin{align*}
\theta \sim Q(t) & \equiv F[y(t)] \exp [-p(t)], \\
p(t) & =\int_{0}^{t} F\left[y\left(t^{\prime}\right)\right] \mathrm{d} t^{\prime}, \tag{3.1}
\end{align*}
$$

where the position of the particle satisfies $\mathrm{d} y(t) / \mathrm{d} t=v(y)$. We sample from $Q(t)$ using a Rejection-Acceptance method [91]: suppose there exist constants $F_{\min }$ and $F_{\max }$ satisfying $0<F_{\min } \leq F(y) \leq F_{\max }<\infty$ for $-L / 2<y<L / 2$. Then

$$
Q(t) \leq C F_{\min } \exp \left(-F_{\min } t\right) \equiv P(t)
$$

where $C=F_{\max } / F_{\min }$ and so an exponential distribution can be used as an envelope function.
3. Once the flip time $\theta$ is generated, the flip position $y_{j+1}$ can be found by solving $\int_{y_{j}}^{y_{j+1}} v^{-1}(y) \mathrm{d} y=\theta$. This integral could be expensive to calculate if it has to be done many times. Also, every evaluation of $Q(t)$ requires computing the integral $p(t)$ in equation (3.1). Both of these issues are handled simultaneously
in our algorithm through the solution of the pair of ordinary differential equations (3.2)-(3.3). For the special case where $v$ is a constant, equations (3.2) and (3.3) should be replaced with $\mathrm{d} p / \mathrm{d} t=F\left(y_{j}+v t\right)$ and $y(t)=y_{j}+v t$.
4. When solving the differential equations (3.2) and (3.3), $F$ may have to be evaluated outside of the interval $[-L / 2, L / 2]$. Because the form of $F(y)$ outside $[-L / 2, L / 2]$ does not affect the exit time, we simply take $F(y)=F(L / 2)$ for $y>L / 2$ and $F(y)=F(-L / 2)$ for $y<-L / 2$.

### 3.2 Generation of Noisy Distributions from a Finite Number of Exit Times

Because the solutions to equations (2.37) - (2.42) are highly singular, equations (2.37) - (2.42) are not useful in practice for inferring $F(x)$. Related quantities that are more regular and whose governing equations are more amenable to numerical methods are the cumulative density functions (cdfs) and Laplace-transformed probability density functions. We now define the noisy cdfs as $W_{1, \text { data }}(t)$ and $W_{2 \text {,data }}(t)$, the noisy Laplace-transformed pdfs as $\tilde{w}_{1, \text { data }}(s)$ and $\tilde{w}_{2, \text { data }}(s)$.

We always use Algorithm 2 to generate two sets of $N$ exit times $\left\{\tau_{j}^{(1)}\right\}$ and $\left\{\tau_{j}^{(2)}\right\}$. With this notation, $\tau_{j}^{(i)}(1 \leq j \leq N, i=1,2)$ is the $j$ th exit time conditioned on the particle having initial velocity $(-1)^{i+1} v$. Assuming that $\left\{\tau_{j}^{(1)}\right\}$ and $\left\{\tau_{j}^{(2)}\right\}$ are sorted in ascending order, noisy cumulative densities $W_{1, \text { data }}(t)$ and $W_{2, \text { data }}(t)$ are computed as

$$
W_{i, \text { data }}(t)=\left\{\begin{array}{cl}
0 & \text { if } t \leq \tau_{1}^{(i)}  \tag{3.4}\\
\frac{m}{N} & \text { if } \tau_{1}^{(i)}<t<\tau_{N}^{(i)} \\
1 & \text { if } t \geq \tau_{N}^{(i)}
\end{array}\right.
$$

where $m$ is the unique index satisfying $\tau_{m}^{(i)}<t<\tau_{m+1}^{(i)}$.

```
Algorithm 2 Generating exit times from a Broadwell process
    Require: an interval size \(L\), a starting position \(-L / 2 \leq y_{0} \leq L / 2\), functions
    \(F(y), v(y) \in C(-\infty,+\infty), F_{\min }, F_{\max }>0\) where \(F_{\min } \leq F(y) \leq F_{\max }\) for \(y \in\)
    [ \(-L / 2, L / 2]\).
    Let \(P(t) \equiv F_{\max } \exp \left(-F_{\min } t\right)\)
    Set \(j=0\) and \(t_{j}=0\).
    while \(-L / 2<y_{j}<L / 2\) do
        Draw \(\theta \sim \exp \left(F_{\text {min }}\right)\)
        Compute \(p(\theta)\) and \(y(\theta)\) by numerically solving
\[
\begin{align*}
\frac{\mathrm{d} p(t)}{\mathrm{d} t} & =F(y),  \tag{3.2}\\
\frac{\mathrm{d} y(t)}{\mathrm{d} t} & =\left\{\begin{array}{rr}
(-1)^{j} v(y), & \text { \{for positive velocity at } t=0\} \\
(-1)^{j+1} v(y), & \text { \{for negative velocity at } t=0\}
\end{array}\right. \tag{3.3}
\end{align*}
\]
on \(t \in[0, \theta]\), subject to initial conditions \(p(0)=0\) and \(y(0)=y_{j}\).
: \(\quad \operatorname{Set} Q(\theta)=F[y(\theta)] \exp [-p(\theta)]\)
Draw \(\rho \sim U(0,1)\)
if \(\rho<Q(\theta) / P(\theta)\) then
\(j \leftarrow j+1\) \{acceptance\}
Set \(y_{j}=y(\theta)\) and \(t_{j}=t_{j-1}+\theta\)
Goto 4
else
Goto 5 \{rejection\}
end if
end while\{Particle has left interval\}
if \(y_{j}>L / 2\) then
Output the exit time as \(t_{j}+\int_{y_{j}}^{L / 2} v^{-1}(y) \mathrm{d} y\).
else
Output the exit time as \(t_{j}+\int_{y_{j}}^{-L / 2}\left(-v^{-1}(y)\right) \mathrm{d} y\).
end if
```

Then the noisy Laplace transform of a finite number of exit times is calculated through

$$
\tilde{w}_{j, \text { data }}(s)=\left\{\begin{array}{cc}
\int_{0}^{\infty} e^{-s t} \frac{\mathrm{~d} W_{j, \text { data }}(t)}{\mathrm{d} t} \mathrm{~d} t=s \tilde{W}_{j, \text { data }}(s), & s>0  \tag{3.5}\\
1, & s=0
\end{array}\right.
$$

where

$$
\begin{equation*}
\widetilde{W}_{j, \text { data }}(s)=\int_{0}^{\infty} e^{-s t} W_{j, \text { data }}(t) \mathrm{d} t=\int_{0}^{1} e^{-s t[\eta]} W_{j, \text { data }}(t[\eta]) \frac{\mathrm{d} \eta}{(1-\eta)^{2}} \tag{3.6}
\end{equation*}
$$

where $j=1,2$ and $t[\eta]=\eta /(1-\eta)$. We avoid "binning" when calculating $\tilde{w}_{j, \text { data }}$, because this introduces a corresponding discretization error. The integral in equation (3.6) can be calculated using the trapezium rule on equally spaced abscissae in $\eta$.

Using the Monte-Carlo method (Algorithm 2) and equations (3.4) - (3.6), we are able to generate the probability density functions $w_{1}(x, t), w_{2}(x, t)$ and their Laplace transforms with initial position $x \in(-L / 2, L / 2)$ and $x= \pm L / 2$. Figure 3.1 shows the probability density functions $w_{1}(0, t)$ generated by the algorithm for two different $F(y)$ when $v(y)=$ constant. By definition, $w_{1}$ is the exit time density for a particle that initially has velocity $v>0$. Therefore the solution $w_{1}(x, t)$ in equation (2.37) contains delta functions that correspond to an immediate particle exit at a time $t_{c} \equiv(L / 2-x) / v$. The reason is if $t$ is the particle exit time and $\theta$ is the time before the first state transition, then

$$
\begin{equation*}
P\left(t=t_{c}\right)=P\left(\theta \geq t_{c}\right)=\int_{t_{c}}^{\infty} Q\left(t^{\prime}\right) \mathrm{d} t^{\prime}>0 \tag{3.7}
\end{equation*}
$$

Hence the probability distribution of the exit times will always contain point masses (delta functions) of probability located at $t=t_{c}$ [32]. In Figure 3.1(b) a numerical approximation of this delta function can be seen at $t=0.5$. The height of this "spike" is controlled by the size of the bins used when creating the histogram and becomes unbounded as the bin size tends to zero and the number of trials tends to infinity. These delta distributions are always present in the exact solution but they may not always be visible in the numerical solution if the number of trials is small or the bin size is large; see Figure 3.1(a) for example.


Figure 3.1: Simulated exit times of a Broadwell process starting from $x=0$. (a) $F(y)=10 y^{3}+5 e^{y}+1, v=1 / 2$ and (b) $F(y)=1+y^{2}, v=1$. Insets show Laplace-transformed data. Solid line: solution to equations (4.5), (4.6). Diamonds: Laplace transform of histogram data. The number of realizations was $N=40,000$ in each case.

Similarly, Figure 3.2 shows the simulated exit time distributions $w_{1}(-L / 2, t)$ and $w_{2}(L / 2, t)$ of a Broadwell process with a given flip rate function $F(y)$ and constant velocity $v=1$. Notice that Figure $3.2(b)$ and Figure $3.2(c)$ contain 'spikes' as well. The spike is a numerical approximation of a Dirac delta function, which corresponds to an immediate particle exit at time $t_{c}=L / v$. Although probability densities are shown in Figure 3.1 and Figure 3.2, cumulative density functions $W_{1}(0, t), W_{2}(0, t)$ or $\widetilde{W}_{1}(s), \widetilde{W}_{2}(s)$ are used to infer the flip rate function in Chapter 4, while $W_{1}(-L / 2, t)$ and $W_{2}(L / 2, t)$ are used to infer the flip rate function in Chapter 5.


Figure 3.2: Simulated exit time distributions of a Broadwell process with flip rate $F(y)=0.5+0.2 \cos (16 y)+0.1 \sin (64 y)$, constant velocity $v=1$, and $L=1$. (a) The flip rate function $F(y)$. (b) Exit time distribution $w_{1}$ starting from $x=-0.5$ with velocity $+v$, generated by $F(y)$ in (a). (c) Exit time distribution $w_{2}$ starting from $x=0.5$ with velocity $-v$, generated by flip rate $F(y)$ in (a). The number of exit times to generate each distribution is $N=10^{5}$.

## Chapter 4 <br> RECONSTRUCTION OF THE FLIP RATE IN A BROADWELL PROCESS USING PROJECTION METHODS

Inverse problems arise in many applications such as medical imaging [20], high energy particle physics [92], and seismology [93]. Some of these applications involve measurement of waves at the boundary of a domain; from this boundary data one may wish to reconstruct spatially-dependent properties within the domain such as the density and/or wave speed. In this chapter, we will study inverse stochastic problem, where the underlying physics involves an intrinsic random process, the Broadwell process. The corresponding "boundary data" for the problem are exit time distributions and we wish to infer the flip rate from the exit distributions.

In Section 4.1, we state the inverse problem of reconstructing the flip-rate function from the exit time distributions. The associated optimization problem involves minimizing the distance between the solution of the backward Kolmogorov equation and the exit time data (derived from simulations or from the solution of the backward Kolmogorov equation with a given flip rate function). In Section 4.2 and 4.3 we discuss the numerical aspects of our work. In particular, we present two reconstruction methods. The first involves minimizing the difference between the solution to the backward Kolmogorov equation and the target data in the time domain. The second involves minimizing the difference between the Laplace-transformed solution of the backward Kolmogorov equation and transformed exit time data. In Section 4.4 we present the results of our reconstruction using noisy data and compare the two methods. We show that for a finite number of exit times, the most reliable reconstruction of the flip rate occurs at an intermediate advection speed, no matter which method is used. In Section 4.5, we discuss general implications of our results and summarize our findings.

### 4.1 Two-state Broadwell Model and The Statement of Inverse Problem

A two-state Broadwell model describes a particle that can take one of two states. Initially, the particle is at position $x$ and in state $i \in\{1,2\}$. The particle advects within an interval $(-L / 2, L / 2)$ with velocity $+v$ if $i=1$ and $-v$ if $i=2$. While advecting, the particle may change state with probability $F(y) \mathrm{d} t$ within time interval $(t, t+\mathrm{d} t)$ where $y$ is the current particle position.

Let $w(t \mid x, 1,0) \equiv w_{1}(x, t)$ and $w(t \mid x, 2,0)=w_{2}(x, t)$ be the exit time distributions conditioned on the particle initially being at position $x$ and having a positive $(+v)$ and negative $(-v)$ velocity respectively. Then the exit time distributions satisfy equations (2.37)-(2.42). A full derivation of the backward equation for the exit time distribution for a two state Broadwell process can be found in Chapter 2.

Given $F(x)$, one can solve the well-posed hyperbolic initial boundary value problem (2.37) - (2.42) (the "forward problem") to find $w_{1}(x, t)$ and $w_{2}(x, t)$ for all $-L / 2<x<L / 2$ and $t>0$. Note that equations (2.37) and (2.38) constitute Kolmogorov's backward equations for the exit time distributions, and that solving this backward equation defines the forward problem for computing $w_{1}(x, t), w_{2}(x, t)$ from a known $F(x)$. However here we are interested in the inverse problem:

Problem Statement: Let $w_{1}(x, t), w_{2}(x, t)$ be the unique solution of (2.37) - (2.42), for a given $v$ and a known $F(x)$, on the region $-L / 2 \leq x \leq L / 2, t \in \mathbb{R}$. Fix a known $x_{0} \in(-L / 2, L / 2)$, given $w_{1}\left(x_{0}, t\right), w_{2}\left(x_{0}, t\right)$ and $v$, find flip rate function $F(x) \in C[-L / 2, L / 2]$.

In practice, the exit time distributions could come from simulating a Broadwell process directly or from a single solution of the forward problem. For particles that initially advect with velocities $+v$ and $-v$, we refer to associated exit time distributions $w_{1, \text { data }}\left(x_{0}, t\right)$ and $w_{2, \text { data }}\left(x_{0}, t\right)$, respectively; note that $w_{1, \text { data }}\left(x_{0}, t\right)$ and $w_{2, \text { data }}\left(x_{0}, t\right)$ may or may not be noisy. Details on how $w_{1, \text { data }}$ and $w_{1, \text { data }}$ are computed are given in Chapter 3.

Unfortunately, equations (2.37) - (2.42) are not useful in practice for inferring $F(x)$ because the solutions are highly singular. Related quantities that are more regular and whose governing equations are more amenable to numerical methods are the cumulative density functions and Laplace-transformed probability density functions. We now give explicit forms for these equations because we make frequent use of them later on.

The cdfs are related to the pdfs by $W_{1}(x, t)=\int_{0}^{t} w_{1}\left(x, t^{\prime}\right) \mathrm{d} t^{\prime}$ and $W_{2}(x, t)=$ $\int_{0}^{t} w_{2}\left(x, t^{\prime}\right) \mathrm{d} t^{\prime}$. Therefore, upon integrating equations (2.37) - (2.38) in time, we find

$$
\begin{align*}
& \frac{\partial W_{1}}{\partial t}-v \frac{\partial W_{1}}{\partial x}=F(x)\left(W_{2}-W_{1}\right)  \tag{4.1}\\
& \frac{\partial W_{2}}{\partial t}+v \frac{\partial W_{2}}{\partial x}=F(x)\left(W_{1}-W_{2}\right) \tag{4.2}
\end{align*}
$$

for $-L / 2<x<L / 2, t \geq 0$, subject to the boundary conditions

$$
\begin{equation*}
W_{1}(L / 2, t)=H(t), \quad W_{2}(-L / 2, t)=H(t) \tag{4.3}
\end{equation*}
$$

and initial conditions

$$
\begin{equation*}
W_{1}(x, 0)=0, \quad W_{2}(x, 0)=0 \tag{4.4}
\end{equation*}
$$

In equations (4.3), $H(t)$ is the Heaviside step function satisfying $H(t)=1$ if $t>0$ and $H(t)=0$ if $t \leq 0$. The corresponding inverse problem is to find $F(x) \in C[-L / 2, L / 2]$ given $-L / 2<x_{0}<L / 2, v$ and $W_{j, \text { data }}\left(x_{0}, t\right)=\int_{0}^{t} w_{j, \text { data }}\left(x_{0}, t^{\prime}\right) \mathrm{d} t^{\prime}$ for $t>0$ and $j=1,2$. Alternatively, we can also take Laplace transforms of equations (2.37) - (2.38) to find

$$
\begin{align*}
& s \tilde{w}_{1}(x, s)=v \frac{\partial \tilde{w}_{1}}{\partial x}+F(x)\left(\tilde{w}_{2}-\tilde{w}_{1}\right)  \tag{4.5}\\
& s \tilde{w}_{2}(x, s)=-v \frac{\partial \tilde{w}_{2}}{\partial x}+F(x)\left(\tilde{w}_{1}-\tilde{w}_{2}\right) \tag{4.6}
\end{align*}
$$

subject to boundary conditions

$$
\begin{equation*}
\tilde{w}_{1}(x=L / 2, s)=1, \quad \tilde{w}_{2}(x=-L / 2, s)=1 \tag{4.7}
\end{equation*}
$$

The corresponding inverse problem is to find $F(x) \in C[-L / 2, L / 2]$ given $-L / 2<x_{0}<$ $L / 2, v$ and $\tilde{w}_{j, \text { data }}\left(x_{0}, s\right)$ for $s>0$ and $j=1,2$.

### 4.2 Solution to the Forward Problems

In this section, we give details on solving the forward problem (4.5)-(4.7) and (4.1)-(4.4).

Solution to (4.5)-(4.7): Our method for finding $\tilde{w}_{1}\left(x_{0}, s\right)$ and $\tilde{w}_{2}\left(x_{0}, s\right)$ from equations (4.5)-(4.7) is based on solving the boundary value problem using a pseudospectral method [94] for different values of $s \geq 0$ : see Algorithm 3. The solutions $\tilde{w}_{1}\left(x_{0}, s\right)$ and $\tilde{w}_{2}\left(x_{0}, s\right)$ are always infinitely differentiable, monotonically decreasing functions in $s$ that $\rightarrow 0$ as $s \rightarrow \infty$.

```
Algorithm 3 Algorithm for solving the forward problem (4.5)-(4.7).
    : Require: flip rate function \(F(x)\), velocity \(v>0\), interval size \(L\), starting position
    \(-L / 2<x_{0}<L / 2\) and integer \(N \gg 1\).
    for \(i=1,2, \ldots, N\) do
        let \(\xi_{i}=(i-1) / N\) and \(s_{i}=\xi_{i} /\left(1-\xi_{i}\right)\).
        With \(s=s_{i}\), solve (4.5)-(4.7) using a pseudospectral discretization [94] in \(x\).
        Interpolate the solution at \(x=x_{0}\) to find \(\tilde{w}_{1}\left(x_{0}, s_{i}\right)\) and \(\tilde{w}_{2}\left(x_{0}, s_{i}\right)\).
    end for
    Output: Laplace transformed exit time distributions \(\tilde{w}_{1}\left(x_{0}, s_{i}\right)\) and \(\tilde{w}_{2}\left(x_{0}, s_{i}\right), i=\)
    \(1, \ldots, N\).
```

Solution to (4.1)-(4.4): In contrast to $\tilde{w}_{1}\left(x_{0}, s\right)$ and $\tilde{w}_{2}\left(x_{0}, s\right)$, the solutions $W_{1}(x, t)$ and $W_{2}(x, t)$ contain jump discontinuities that propagate into the domain of solution with velocity $\pm v$ : the jump discontinuity in $W_{1}(x, t)\left(W_{2}(x, t)\right)$ propagates along the characteristic line $t=-x / v+L /(2 v)(t=+x / v+L /(2 v))$. This behavior in the singularities is illustrated by the following theorem which uses an eigenfunction expansion to construct an explicit solution to (4.1)-(4.4).

Theorem 1 (Series solution to the forward problem (4.1)-(4.4)). For $0<t<L / v$, the solution to (4.1)-(4.4) is

$$
\begin{align*}
& W_{1}(x, t)=a_{1}(x) H[t+x / v-L /(2 v)]+Z_{1}(x, t),  \tag{4.8}\\
& W_{2}(x, t)=a_{2}(x) H[t-x / v-L /(2 v)]+Z_{2}(x, t), \tag{4.9}
\end{align*}
$$

where $H[\cdot]$ is the heaviside step function and $Z_{1}(x, t), Z_{2}(x, t)$ are continuous functions given by the series (at least formally)

$$
\begin{equation*}
\mathbf{Z}(x, t)=-\sum_{m=1}^{\infty} \frac{\mathbf{u}_{m}(x)}{s_{m} D_{m}}\left[h_{m}^{(1)}(t)+h_{m}^{(2)}(t)\right], \tag{4.10}
\end{equation*}
$$

where:

$$
\begin{align*}
h_{m}^{(1)}(t) & =\int_{-L / 2}^{-L / 2+v t} p_{m}^{(1) *}(y) a_{2}(y) F(y)\left(1-e^{\left(t-\frac{y}{v}-\frac{L}{2 v}\right) s_{m}}\right) d y  \tag{4.11}\\
h_{m}^{(2)}(t) & =\int_{L / 2-v t}^{L / 2} p_{m}^{(2) *}(y) a_{1}(y) F(y)\left(1-e^{\left(t+\frac{y}{v}-\frac{L}{2 v}\right) s_{m}}\right) d y  \tag{4.12}\\
a_{1}(x) & =\exp \left[-\frac{1}{v} \int_{x}^{L / 2} F\left(x^{\prime}\right) d x^{\prime}\right]  \tag{4.13}\\
a_{2}(x) & =\exp \left[-\frac{1}{v} \int_{-L / 2}^{x} F\left(x^{\prime}\right) d x^{\prime}\right]  \tag{4.14}\\
D_{m} & =\left\langle\mathbf{p}_{m}(x), \mathbf{u}_{m}(x)\right\rangle=\int_{-L / 2}^{L / 2} \mathbf{p}_{m}^{*}(x) \mathbf{u}_{m}(x) d x \tag{4.15}
\end{align*}
$$

In (4.10), $s_{m} \in \mathbb{C}$ and $\mathbf{u}_{m}(x) \in \mathbb{C}^{2}$ are the eigenvalues and eigenfunctions of $\mathbf{A}$ where

$$
\mathbf{A}\binom{u_{1}}{u_{2}}=\left\{\left[\begin{array}{cc}
v \frac{\mathrm{~d}}{\mathrm{~d} x} & 0  \tag{4.16}\\
0 & -v \frac{\mathrm{~d}}{\mathrm{~d} x}
\end{array}\right]+F(x)\left[\begin{array}{rr}
-1 & 1 \\
1 & -1
\end{array}\right]\right\}\binom{u_{1}(x)}{u_{2}(x)}
$$

along with the boundary conditions $u_{1}(L / 2)=u_{2}(-L / 2)=0 . \mathbf{p}_{m}(x)=\left[p_{m}^{(1)}(x), p_{m}^{(2)}(x)\right]^{T}$ are the eigenfunctions of the adjoint operator $\mathbf{A}^{*}$.

We now discuss the behavior of the solutions $W_{1}(x, t)$ and $W_{2}(x, t)$ in light of equations (4.8)-(4.9) and defer the proof of the theorem to the end of this section. From (4.8) and (4.9) it is clear that discontinuities in the boundary conditions (4.3) propogate into the interior. In Figure 4.1(a), $W_{1}$ is discontinuous on the diagonal line separating $A, C$ and $B, D$ while $W_{2}$ is discontinuous on the line separating $A, D$ and $B, C$. Because the hyperbolic system (4.1)-(4.4) has a finite wave speed $v>0$, region $C$ is outside the region of influence of the disturbances originating at $(x, t)=(L / 2,0)$ and $(-L / 2,0)$ and we expect that $W_{1}(x, t)=W_{2}(x, t)=0$ in $C$. This behavior is confirmed in Figure 4.1(b) which shows the cumulative distribution functions $W_{1}(x=-L / 4, t)$


Figure 4.1: (a) Propagation of discontinuities of equations (2.37) - (2.42) in the $x-t$ plane. The solution $w_{1}(x, t)$ is formally infinite on $x=L / 2-v t$ while $w_{2}(x, t)$ is infinite on $x=-L / 2+v t$. These singularities give rise to discontinuities in $W_{1}$ and $W_{2}$ that can be seen in (b,c). (b) Numerical computation of cumulative probability densities (cdfs) $W_{1}\left(x_{0}=\right.$ $-L / 4, t), W_{2}\left(x_{0}=-L / 4, t\right)$ and auxiliary functions $Z_{1}\left(x_{0}=-L / 4, t\right)$, $Z_{2}\left(x_{0}=-L / 4, t\right)$ computed through (4.10) and Algorithm 4 using using 101 Chebyshev grid points and 51 eigenfunctions $\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{51}$. (c) Numerical computation of cdfs $W_{1}\left(x_{0}=L / 3, t\right)$ and $W_{2}\left(x_{0}=L / 3, t\right)$ (solid) along with results from Monte Carlo simulations (diamond). Inset shows Laplace-transformed probability densities $\tilde{w}_{1}\left(x_{0}=L / 3, s\right)$ and $\tilde{w}_{2}\left(x_{0}=L / 3, s\right)$. Common parameters in (b,c) are $v=1, F(y)=1+y$ and $L=1$.
and $W_{2}(x=-L / 4, t)$ calculated using (4.8)-(4.10). The function $W_{1}(-L / 4, t)$ has a discontinuous derivative at $t_{1}=L /(4 v)$ and a jump discontinuity at $t_{2}=3 L /(4 v)$ while $W_{2}(-L / 4, t)$ has a jump discontinuity at $t_{1}$ and a discontinuous derivative at $t_{2}$. Figure 4.1(c) shows cdfs evaluated at $x_{0}=L / 3$. The inset shows associated Laplacetransformed probability density functions $\tilde{w}_{1}(L / 3, s)$ and $\tilde{w}_{2}(L / 3, s)$, found by solving equations (4.5)-(4.7)) using Algorithm 3. Cumulative density functions from MonteCarlo simulations are superposed to validate our numerical method; details of how these simulations are performed are described in Chapter 3.

The expansions (4.8)-(4.9) in Theorem 1 are commonly used to analyze seismic waves $[93,95,96]$ and form the basis of our numerical method for the forward problem
in $t$ : see Algorithm 4. Numerically, the cdfs $W_{1}$ and $W_{2}$ are computed by taking a finite number of terms in (4.10) and adding on a step discontinuity at $t=\mp x / v+L /(2 v)$ with strength given by (4.13) and (4.14). A pseudo-spectral collocation method on a Chebyshev grid was used to find the eigenvectors $\mathbf{u}_{j}$ and Clenshaw-Curtis quadrature [94] was used to quickly evaluate the integrals (4.11) and (4.12) for $0<t<L / v$. The strength of this numerical method is that no integration in time is required to find $W_{1}\left(x_{0}, t\right), W_{2}\left(x_{0}, t\right)$, and the method allows quick evaluation of the cdfs at one fixed value of $x=x_{0}$. Its weakness is that many terms are usually required ( $\gtrsim 100$ ) in the expansion to obtain accurate results when $x_{0}$ is close to $\pm L / 2$. Furthermore we found that when $x_{0}= \pm L / 2$, the expansion (4.10) converged to a discontinuous function, giving $W_{1}\left(x_{0}, t\right)>1$ and $W_{2}\left(x_{0}, t\right)>1$ as $t \rightarrow \infty$; hence the properties of the series (4.10) still require further investigation at the domain boundaries.

Another important reason for separating out $W_{1}$ and $W_{2}$ into continuous and discontinuous components is to avoid Gibbs oscillations when solving for $\mathbf{Z}(x, t)$ as superpositions of eigenfunctions $\mathbf{u}_{n}$. These oscillations would introduce large errors into the solution to the forward problem (4.1)-(4.4) and therefore hinder the solution of the inverse problem.

Proof of Theorem 1. Upon substituting (4.8), (4.9) into (4.1), (4.2), we find that $Z_{1}(x, t)$ and $Z_{2}(x, t)$ satisfy

$$
\begin{align*}
\frac{\partial Z_{1}}{\partial t}-v \frac{\partial Z_{1}}{\partial x}-F(x)\left(Z_{2}-Z_{1}\right) & =a_{2}(x) F(x) H[t-x / v-L /(2 v)]  \tag{4.18}\\
\frac{\partial Z_{2}}{\partial t}+v \frac{\partial Z_{2}}{\partial x}-F(x)\left(Z_{1}-Z_{2}\right) & =a_{1}(x) F(x) H[t+x / v-L /(2 v)] \tag{4.19}
\end{align*}
$$

subject to the homogeneous boundary conditions $Z_{1}(L / 2, t)=0, Z_{2}(-L / 2, t)=0$ and initial conditions $Z_{1}(x, 0)=0, Z_{2}(x, 0)=0$ and $a_{1,2}$ are defined by (4.13) and (4.14). We now find a series representation for $Z_{1}(x, t)$ and $Z_{2}(x, t)$. After taking Laplace

Algorithm 4 Algorithm for solving the forward problem (4.1)-(4.4). The same symbol is used to refer to quantities in (4.10)-(4.15) as well as their numerical approximations. For example, A refers to the differential operator as well as its matrix approximation.
1: Require: A target flip rate $F(x)$, velocity $v>0$, an integer $N$, a starting position $-L / 2<x_{0}<L / 2$ and a discretization of the interval $[-L / 2, L / 2],\left\{\chi_{0}, \chi_{1}, \ldots, \chi_{n}\right\}$.

2: Discretize the differential operators $\mathbf{A}$ and the adjoint $\mathbf{A}^{*}$ where

$$
\begin{aligned}
& \mathbf{A}\binom{u_{1}}{u_{2}}=\left\{\left[\begin{array}{cc}
v \frac{\mathrm{~d}}{\mathrm{~d} x} & 0 \\
0 & -v \frac{\mathrm{~d}}{\mathrm{~d} x}
\end{array}\right]+F(x)\left[\begin{array}{rr}
-1 & 1 \\
1 & -1
\end{array}\right]\right\}\binom{u_{1}(x)}{u_{2}(x)}, \\
& \mathbf{A}^{*}\binom{p_{1}}{p_{2}}=\left\{\left[\begin{array}{cc}
-v \frac{\mathrm{~d}}{\mathrm{~d} x} & 0 \\
0 & v \frac{\mathrm{~d}}{\mathrm{~d} x}
\end{array}\right]+F(x)\left[\begin{array}{rr}
-1 & 1 \\
1 & -1
\end{array}\right]\right\}\binom{p_{1}(x)}{p_{2}(x)} .
\end{aligned}
$$

Note that $\mathbf{A}$ must account for the boundary conditions $u_{1}(L / 2)=0$ and $u_{2}(-L / 2)=0$ respectively and $\mathbf{A}^{*}$ must account for the adjoint boundary conditions $p_{1}(-L / 2)=0$ and $p_{2}(L / 2)=0$.
3: Compute $s_{1}, \ldots, s_{N}$, the first $N$ complex eigenvalues of $\mathbf{A}$ with smallest absolute value.
4: Compute the corresponding $N$ eigenvectors of $\mathbf{u}_{1}, \ldots, \mathbf{u}_{N}$ of $\mathbf{A}$ and $\mathbf{p}_{1}, \ldots, \mathbf{p}_{N}$ of $\mathrm{A}^{*}$.
5: Compute the inner products $D_{m}=\int_{-L / 2}^{L / 2} \mathbf{p}_{m}^{*}(x) \mathbf{u}_{m}(x) \mathrm{d} x$ for $m=1, \ldots, N$.
6: Compute the functions $h_{m}^{(1)}(t)$ and $h_{m}^{(2)}(t)$ in (4.11) and (4.12) for $m=1, \ldots, N$.
7: Compute $a_{1}(x)$ and $a_{2}(x)$ in (4.13) and (4.14).
8: Compute

$$
\begin{equation*}
\mathbf{Z}\left(x_{0}, t\right)=-\sum_{m=1}^{N} \frac{\mathbf{u}_{m}\left(x_{0}\right)}{s_{m} D_{m}}\left[h_{m}^{(1)}(t)+h_{m}^{(2)}(t)\right], \tag{4.17}
\end{equation*}
$$

as the $N$-term approximation to (4.10). If $x_{0}$ does not coincide with a grid point $\chi_{j}$, use interpolation to find $\mathbf{u}_{m}\left(x_{0}\right)$.
9: Compute $W_{1}\left(x_{0}, t\right)$ and $W_{2}\left(x_{0}, t\right)$ by adding discontinuities of strength $a_{1}\left(x_{0}\right)$ and $a_{2}\left(x_{0}\right)$ at $t=-x_{0} / v+L /(2 v)$ and $t=x_{0} / v+L /(2 v)$ respectively to $Z_{1}$ and $Z_{2}$ : see equations (4.8) and (4.9).
10: Output $W_{1}\left(x_{0}, t\right)$ and $W_{2}\left(x_{0}, t\right)$.
transforms of (4.18) and (4.19), we find that $\tilde{\mathbf{Z}}(x, s)=\left[\tilde{Z}_{1}(x, s), \tilde{Z}_{2}(x, s)\right]^{T}$ satisfies

$$
\begin{align*}
(\mathbf{A}-s \mathbf{I}) \tilde{\mathbf{Z}}(x, s) & =-\frac{\tilde{\mathbf{N}}(x, s)}{s}  \tag{4.20}\\
\tilde{\mathbf{N}}(x, s) & =F(x)\left[\begin{array}{l}
a_{2}(x) e^{-\left(\frac{L}{2 v}+\frac{x}{v}\right) s} \\
a_{1}(x) e^{-\left(\frac{L}{2 v}-\frac{x}{v}\right) s}
\end{array}\right] . \tag{4.21}
\end{align*}
$$

with boundary conditions $\tilde{Z}_{1}(L / 2, s)=0, \tilde{Z}_{2}(-L / 2, s)=0$. Equation (4.20) has a solution of the form

$$
\begin{equation*}
\tilde{\mathbf{Z}}(x, s)=\sum_{n=1}^{\infty} \frac{c_{n}(s) \mathbf{u}_{n}(x)}{s-s_{n}} \tag{4.22}
\end{equation*}
$$

where the vector eigenfunctions $\mathbf{u}_{n}(x) \in \mathbb{C}^{2}$ satisfy $\mathbf{A} \mathbf{u}_{n}=s_{n} \mathbf{u}_{n}$ for eigenvalues $s_{n} \in \mathbb{C}$. As an aside, when $F(x)=F_{0}$ is a constant, one can show that the eigenfunctions are proportional to $\left[-\left(\alpha^{2}+\lambda_{n}^{2}\right)^{1 / 2} \sinh \lambda_{n}(x+1 / 2)+\lambda_{n} \cosh \lambda_{n}(x+1 / 2), \alpha \sinh \lambda_{n}(x+1 / 2)\right]^{T}$ with $\alpha \equiv F_{0} L / v$, the $\lambda_{n} \in \mathbb{C}$ satisfy the transcendental equation $-\left(\alpha^{2}+\lambda_{n}^{2}\right)^{1 / 2} \tanh \lambda_{n}+$ $\lambda_{n}=0$, and the eigenvalues are given by $s_{n}=-\alpha-\left(\alpha^{2}+\lambda_{n}^{2}\right)^{1 / 2}$.

Recall that if $\left\{\mathbf{u}_{n}\right\}$ are the eigenfunctions of $\mathbf{A}$ and $\left\{\mathbf{p}_{m}\right\}$ are the eigenfunctions of the adjoint operator $\mathbf{A}^{*}$, then $\left\langle\mathbf{p}_{m}, \mathbf{u}_{n}\right\rangle=0$ unless $m=n$. Substituting (4.22) into (4.20), left-multiplying both sides of by $\mathbf{p}_{m}^{*}$ and integrating, we find that

$$
c_{n}(s)=\frac{\left\langle\mathbf{p}_{m}(x), \tilde{\mathbf{N}}(x, s)\right\rangle}{s D_{m}}
$$

where $D_{m}$ is defined by (4.15). (One cannot obtain $c_{n}$ by invoking orthogonality of $\left\{\mathbf{u}_{n}\right\}$ because $\mathbf{A}$ is not self-adjoint.) We now take the inverse Laplace transform of (4.22) and switch the order of integration to obtain the continuous parts of the cdfs:

$$
\begin{aligned}
\mathbf{Z}(x, t)= & \sum_{m=1}^{\infty} \frac{\mathbf{u}_{m}(x)}{D_{m}}\left\{\int_{-L / 2}^{L / 2} \mathrm{~d} y p_{m}^{(1) *}(y) a_{2}(y) F(y) \int_{\gamma-i \infty}^{\gamma+i \infty} \frac{\mathrm{~d} s}{2 \pi i} \frac{e^{\left(t-\frac{y}{v}-\frac{L}{2 v}\right) s}}{s\left(s-s_{m}\right)}+\right. \\
& \left.\int_{-L / 2}^{L / 2} \mathrm{~d} y p_{m}^{(2) *}(y) a_{1}(y) F(y) \int_{\gamma-i \infty}^{\gamma+i \infty} \frac{\mathrm{~d} s}{2 \pi i} \frac{e^{\left(t+\frac{y}{v}-\frac{L}{2 v}\right) s}}{s\left(s-s_{m}\right)}\right\}, \quad \operatorname{Re} \gamma>0 \\
= & -\sum_{m=1}^{\infty} \frac{\mathbf{u}_{m}(x)}{s_{m} D_{m}}\left[h_{m}^{(1)}(t)+h_{m}^{(2)}(t)\right]
\end{aligned}
$$

where $h_{m}^{(1)}(t)$ and $h_{m}^{(2)}(t)$ are given by equations (4.11) and (4.12) respectively.

### 4.3 Projection Method to Solve Inverse Problem

In this section, we describe our algorithms for reconstructing the flip rate function $F(x)$ from the two distributions of exit times $w_{1, \text { data }}(t)$ and $w_{2 \text {,data }}(t)$. These distributions can come from simulating the Broadwell process directly through Algorithm 2 or through a one-time solution of the forward problems (4.5)-(4.7) or (4.1)-(4.4). We implement two related algorithms. The first method uses the exit time data directly ( $t$ method) and the second method uses Laplace-transformed exit time data ( $s$-method). Pseudocodes for the two methods are given in Algorithms 5 and 6.

In both methods, we represent the trial flip rate function $F_{M}(x)$ and the target flip rate function $F^{*}(x)$ as linear combination of Legendre polynomials on $[-L / 2, L / 2]$ :

$$
\begin{equation*}
F_{M}(x)=\sum_{j=0}^{M-1} a_{j} \phi_{j}(x) \tag{4.23}
\end{equation*}
$$

For example, $\phi_{0}(x)=1, \phi_{1}(x)=2 x / L, \phi_{2}(x)=6\left(\frac{x}{L}\right)^{2}-\frac{1}{2}$.
Our aim is to find coefficients $a_{1}, \ldots, a_{M}$ to minimize the objective functions for the $t$-method and $s$-methods, $\Pi_{1}$ and $\Pi_{2}$ respectively. These take the form
$\Pi_{1}(\mathbf{a})=\int_{0}^{L / v}\left|W_{1}\left(x_{0}, t ; \mathbf{a}\right)-W_{1, \text { data }}\left(x_{0}, t\right)\right|^{2} \mathrm{~d} t+\int_{0}^{L / v}\left|W_{2}\left(x_{0}, t ; \mathbf{a}\right)-W_{2, \text { data }}\left(x_{0}, t\right)\right|^{2} \mathrm{~d} t$,
$\Pi_{2}(\mathbf{a})=\int_{0}^{\infty}\left|\tilde{w}_{1}\left(x_{0}, s ; \mathbf{a}\right)-\tilde{w}_{1, \text { data }}\left(x_{0}, s\right)\right|^{2} \mathrm{~d} s+\int_{0}^{\infty}\left|\tilde{w}_{2}\left(x_{0}, s ; \mathbf{a}\right)-\tilde{w}_{2, \text { data }}\left(x_{0}, s\right)\right|^{2} \mathrm{~d} s$.
The data sets $W_{j \text {,data }}\left(x_{0}, t\right), \tilde{w}_{j \text {,data }}\left(x_{0}, s\right)$ associated with $F^{*}(x)$ can be computed from individual exit times using (3.4) and (3.5) respectively.

Minimization of $\Pi_{1}$ and $\Pi_{2}$ with respect to a was performed using the Matlab routines fminunc.m and lsqnonlin.m for the $t$ and $s$ methods respectively, with the tolerances TolFun and TolX set to $10^{-14}$. The initial guess for the coefficients was always $a_{j}=1$ for $j=1, \ldots, M$, unless otherwise stated. The minimizing coefficients $\hat{a}_{j}$ then define the reconstructed flip rate through $\hat{F}(x)=\sum_{j=1}^{N} \hat{a}_{j} \phi_{j}(x)$.

An obvious limitation of the projection method is that the method does not converge for non-polynomial $F^{*}$ and polynomial $F^{*}$ with degree greater than $M$. However, as we shall see in section 4.4, the method may still be used to find reasonable approximations in these cases.

Algorithm 5 Reconstruction of flip rate coefficients using the $t$-method
: Require: An integer $M$, an interval length $L$, target flip rate function $F^{*}(x)$, a particle speed $v>0$, a starting position $-L / 2<x_{0}<L / 2$ and the first $M$ legendre polynomials on $(-L / 2, L / 2), \phi_{1}, \ldots, \phi_{M}$ (see text for details).
2: Generate noisy cdfs of the exit time $W_{1, \text { data }}\left(x_{0}, t\right)$ and $W_{2 \text {,data }}\left(x_{0}, t\right)$ for $F^{*}(x)$ using Algorithm 2.
3: For a given $\mathbf{a}=\left(a_{0}, a_{1}, \ldots, a_{M-1}\right) \in \mathbb{R}^{M}$, define $F_{M}(x)=\sum_{j=0}^{M-1} a_{j} \phi_{j}(x)$. Let $W_{1}\left(x_{0}, t ; \mathbf{a}\right)$ and $W_{2}\left(x_{0}, t ; \mathbf{a}\right)$ be the solution to the forward problem (4.1)-(4.4) with $F=F_{M}$, calculated using Algorithm 4.
4: Find $\mathbf{a}=\hat{\mathbf{a}}$ that minimizes

$$
\begin{equation*}
\Pi_{1}(\mathbf{a})=\int_{0}^{L / v}\left|W_{1}\left(x_{0}, t ; \mathbf{a}\right)-W_{1, \text { data }}\left(x_{0}, t\right)\right|^{2} \mathrm{~d} t+\int_{0}^{L / v}\left|W_{2}\left(x_{0}, t ; \mathbf{a}\right)-W_{2, \text { data }}\left(x_{0}, t\right)\right|^{2} \mathrm{~d} t \tag{4.24}
\end{equation*}
$$

Integrating through discontinuities can be avoided by noting that $W_{1}(x, t)=0$ and $W_{2}(x, t)=0$ when $t<\min \left(\frac{L}{2 v}-\frac{x}{v}, \frac{x}{v}+\frac{L}{2 v}\right)$. The lower limits of integration in (4.24) can be replaced with $\left(\frac{L}{2 v}-\frac{x_{0}}{v}\right)^{+}$when $0 \leq x_{0}<L / 2$ and $\left(\frac{x_{0}}{v}+\frac{L}{2 v}\right)^{+}$when $-L / 2<x_{0} \leq 0$.
5: Output $\hat{F}(x) \equiv \sum_{j=0}^{M-1} \hat{a}_{j} \phi_{j}(x)$ as the estimate of the flip rate function for the exit time distributions $W_{1, \text { data }}\left(x_{0}, t\right)$ and $W_{2, \text { data }}\left(x_{0}, t\right)$.

### 4.4 Results and Discussion

### 4.4.1 Flip Rate Reconstruction

We used the projection algorithm discussed in section 4.3 to reconstruct flip rate functions from data generated using Monte-Carlo simulation (see Chapter 3). In the following discussion, let $N$ be the number of exit times for each initial velocity $+v,-v$, so that the total number of exit times is always $2 N$. We also take the starting position $x_{0}=0$, interval length $L=1$ and particle speed $v=1$ unless otherwise stated.

For Figure 4.2, we reconstruct some "structurally simple" smooth functions that have few extrema within $(-L / 2, L / 2)$ and find that the accuracy of the reconstructions improves as the noise in the data decreases. For the " $N=\infty$ " cases, artificial, noiseless data is generated by solving the forward problems equations (4.1)-(4.4) and (4.5)-(4.7) with $F=F^{*}$. Panels (a-f) indicate that for a given $N$, the $t$-method generally outperforms the $s$-method because the associated errors are smaller. In (a,b) we reconstruct a cubic polynomial by recovering $M=4$ Legendre coefficients. In (c,d) we attempt to

Algorithm 6 Reconstruction of flip rate coefficients using the $s$-method
: Require: An integer $M$, an interval length $L$, a target flip rate function $F^{*}(x)$, a particle speed $v>0$ and a starting position $-L / 2<x_{0}<L / 2$ and the first $M$ Legendre polynomial on $(-L / 2, L / 2), \phi_{1}, \ldots, \phi_{M}$ (see text for details).
2: Use $F^{*}(x)$ to generate Laplace-transformed exit time pdfs $\tilde{w}_{1, \text { data }}\left(x_{0}, s\right)$ and $\tilde{w}_{2 \text {,data }}\left(x_{0}, s\right)$ through Algorithm 2.
3: For a given $\mathbf{a} \in \mathbb{R}^{M}$, let $\tilde{w}_{1}\left(x_{0}, s ; \mathbf{a}\right)$ and $\tilde{w}_{2}\left(x_{0}, s ; \mathbf{a}\right)$ be the solution to the forward problem (4.5)-(4.7) calculated using Algorithm 3 with flip rate function defined by $\mathbf{a}=\left\{a_{0}, a_{2}, \ldots, a_{M-1}\right\}:$

$$
F_{M}(x)=\sum_{j=0}^{M-1} a_{j} \phi_{j}(x)
$$

4: Find $\mathbf{a}=\hat{\mathbf{a}}$ that minimizes
$\Pi_{2}(\mathbf{a})=\int_{0}^{\infty}\left|\tilde{w}_{1}\left(x_{0}, s ; \mathbf{a}\right)-\tilde{w}_{1, \text { data }}\left(x_{0}, s\right)\right|^{2} \mathrm{~d} s+\int_{0}^{\infty}\left|\tilde{w}_{2}\left(x_{0}, s ; \mathbf{a}\right)-\tilde{w}_{2, \text { data }}\left(x_{0}, s\right)\right|^{2} \mathrm{~d} s$,
The integral in (4.25) is calculated using using a change of variable $s[\xi]=\xi /(1-\xi)$ so that

$$
\Pi_{2}=\sum_{j=1}^{2} \int_{0}^{1}\left[\tilde{w}_{j}\left(x_{0}, s[\xi], \mathbf{a}\right)-\tilde{w}_{j, \text { data }}\left(x_{0}, s[\xi]\right)\right]^{2} \frac{\mathrm{~d} \xi}{(1-\xi)^{2}},
$$

which can be computed using the trapezium rule on equally spaced abscissae on $[0,1]$.
5: Output $\hat{F}(x) \equiv \sum_{j=0}^{M-1} \hat{a}_{j} \phi_{j}(x)$ as the estimate of the flip rate function for the exit time distributions $\tilde{w}_{1}\left(x_{0}, s\right)$ and $\tilde{w}_{2}\left(x_{0}, s\right)$.
reconstruct a transcendental function by representing $F^{*}(x)$ with $M=5$ coefficients. Although $\left\|F_{M}-F^{*}\right\|_{\infty} \nrightarrow 0$ as the noise decreases, we are still able to find a reasonable approximation $F_{M}$ so that $\left\|F_{M}-F^{*}\right\|_{\infty}$ is not too large. The $s$-method converges to the correct solution for perfect data but the inclusion of a small amount of noise renders the method unstable, resulting in a large error. This kind of behavior also occurs with the $t$-method when $M \gtrsim 5$ and is typical in many ill-posed problems (see below). In (e) and (f), we reconstruct flip rate functions from a relatively small number of exit times by taking $M=3$ basis functions; however, smaller $M$ restricts the range of admissible target functions.


Figure 4.2: Reconstructed approximations to flip rate functions $F^{*}(x)$ from noisy exit time data. $(\mathrm{a}, \mathrm{b}) F^{*}(x)=1-0.7 x-0.3 x^{2}+6 x^{3}, M=4 ;(\mathrm{c}, \mathrm{d})$ $F^{*}(x)=x^{2} e^{-x} / 10+1 / 10, M=5 ;(\mathrm{e}, \mathrm{f}) F^{*}(x)=1+x+3 x^{2}, M=3$. The $t$-method was used in the left panels and the $s$-method was used in the right panels. $N=\infty$ corresponds to perfect, noiseless data, which is generated by solving the forward problems (4.1)-(4.4) and (4.5)-(4.7).

If we have no a-priori knowledge on $F^{*}(x)$ (e.g. it may be a high-degree polynomial, have many extrema or be discontinuous), our method may not capture $F^{*}(x)$ accurately. For our method to be successful, it is important that we know beforehand that $F^{*}(x)$ is smooth and structurally not too complex. Increasing the number of basis functions $M$ increases the range of functions we can accurately represent. Providing $F^{*}$ is smooth enough, it can always be represented through its Taylor series and our method strives to capture its first $M$ coefficients. Ideally, we would like $M$ to be as
large as possible to represent any $F^{*}(x) \in C^{\infty}(-L / 2, L / 2)$. However in practice it is difficult to reliably reconstruct $F^{*}(x)$ (even polynomials) when $M \gtrsim 5$. The reason, which is common with all projection methods [13, 97], is that as the finite-dimensional approximation to $F^{*}(x)$ improves with $M \rightarrow \infty$, the method becomes more unstable due to ill-posedness of the inverse problem. In this limit, minimizing the objective functions (4.24), (4.25) is prone to large errors.

### 4.4.2 Instability of Projection Method

Numerically, the instability discussed above may be quantified by examining the condition number of the objective function near its minimum. Specifically, we study the Hessian (matrix of second partial derivatives) of the objective functions $\Pi_{1}$ and $\Pi_{2}$ in (4.24) and (4.25) with respect to the coefficients $a_{j}, j=0, \ldots, M-1$ :

$$
\begin{equation*}
\left.H_{i j}^{(1)} \equiv \frac{\partial^{2} \Pi_{1}}{\partial a_{i} \partial a_{j}}\right|_{a_{i}=a_{i}^{*}, a_{j}=a_{j}^{*}},\left.H_{i j}^{(2)} \equiv \frac{\partial^{2} \Pi_{2}}{\partial a_{i} \partial a_{j}}\right|_{a_{i}=a_{i}^{*}, a_{j}=a_{j}^{*}} \tag{4.26}
\end{equation*}
$$

for $i, j=0, \ldots, M-1$. In (4.26), $a_{i}^{*}$ are the target coefficients of a polynomial flip rate function: $F^{*}(x)=\sum_{i=0}^{M-1} a_{i}^{*} \phi_{i}(x)$. The condition number of a matrix $A$ is defined as the ratio of its largest eigenvalue to its smallest: $\kappa=\lambda_{\max }(A) / \lambda_{\min }(A)$. Because the eigenvalues represent the principle curvatures of $\Pi_{1}$ and $\Pi_{2}$ at the point $\mathbf{a}^{*}$, they are always positive; a very large condition number indicates that $\Pi_{1}$ or $\Pi_{2}$ is locally very flat at $\mathbf{a}=\mathbf{a}^{*}$ and finding $\mathbf{a}^{*}$ numerically is prone to errors. On the other hand, a moderate-sized condition number indicates only a small difference in curvatures near $\mathbf{a}^{*}$ and so finding the minimum numerically should not be difficult. Table 4.1 shows that both condition numbers for the $t$ - and $s$-methods grow exponentially as the number of basis functions $M$ increases. For $M=5$ basis functions, the condition numbers for the $t$-method are consistently two orders of magnitude smaller than those for the $s$-method. This suggests that fitting to the exit time data directly (as opposed to its Laplace transform) leads to more effective algorithms and better estimates for the flip rate function. This is confirmed in our numerical experiments because occasionally the
$t$-method is able to recover $M=5$ coefficients of a quartic polynomial $F(x)$, but the $s$-method is seldom able to do so.

Table 4.1: Local condition numbers $\kappa_{s}$ and $\kappa_{t}$ for $F^{*}(x)$ corresponding to the objective functions (4.25) and (4.24) respectively. $M$ denotes the number of basis functions used in (4.23).

| $F^{*}(x)$ | $M$ | $\kappa_{t}$ | $\kappa_{s}$ |
| :---: | :---: | :---: | :---: |
|  | 2 | $5.3 \times 10^{2}$ | $3.1 \times 10^{2}$ |
| $F^{*}(x)=1+x$ | 3 | $1.0 \times 10^{4}$ | $3.3 \times 10^{4}$ |
|  | 4 | $1.4 \times 10^{5}$ | $3.5 \times 10^{6}$ |
|  | 5 | $1.0 \times 10^{6}$ | $1.6 \times 10^{8}$ |
| $F^{*}(x)=1-x+x^{2}$ | 3 | $5.0 \times 10^{5}$ | $1.8 \times 10^{5}$ |
|  | 4 | $3.5 \times 10^{6}$ | $1.6 \times 10^{7}$ |
|  | 5 | $6.7 \times 10^{6}$ | $5.2 \times 10^{8}$ |

### 4.4.3 Sensitivity of Reconstruction to Advection Speed

We also explore the accuracy of our reconstruction for different advection speeds $v$, given a fixed number of exit times when $F^{*}(x)$ is a polynomial of degree $\leq M$. In Figure 4.3, we see that, for both methods, when the velocity is either much less or much larger than unity, the associated error is large. (Although the upper limit of the objective function (4.24) depends on the value of $v$ used, we checked that the nonmonotonic behavior in $\left\|F_{M}-F^{*}\right\|_{\infty}$ was not sensitive to the upper limit of integration.)

In practice, there are always two sources of error in the reconstruction of $F^{*}$ : the first is from noise in the data and the second stems from the minimization procedure itself:

$$
\begin{equation*}
\text { Total error }=\text { error from noise in data }+ \text { error from minimization } . \tag{4.27}
\end{equation*}
$$

If the minimization of the objective functions (4.24) or (4.25) was achieved with zero error, noisy exit times would still produce an error in the reconstructed $F$. On the other hand, for noiseless data, the flat minima and large condition numbers discussed above would produce an erroneous $F$ from the minimization. It is hard to separate the two


Figure 4.3: Error in reconstructed flip rate as a function of particle velocity. Each point is an average over 10 sets of $2 N=20,000$ exit times. Target flip rate $F^{*}(x)=\frac{9}{4} x^{2}-\frac{3}{4} x+\frac{9}{16}$, corresponding to target coefficients $\mathbf{a}^{*}=[0.75,-0.375,0.375,0]$. Initial guesses are (a) $\mathbf{a}=[1,1,1,1]$, (b) $\mathbf{a}=[0.76,-0.385,0.365,0.01]$. The same exit times were used for both (a) and (b). The difference in the errors is shown in (c).
types of error in (4.27), but some insight can be gained by comparing Figure 4.3(a) and Figure $4.3(\mathrm{~b})$ which differ only in the starting values for the coefficients $a_{0}, \ldots, a_{M-1}$; in particular the exit times for each value of $v$ for each figure are identical. When we move the initial guess for the coefficients closer to their target values in (b), we greatly reduce the error in minimization because the accuracy of minimization algorithms depends on the quality of the initial guess. Therefore, the error in (b) comes mainly from noise in the data. Because the exit times were identical for (a) and (b), the difference of the errors in (a) and (b) - shown in (c) - represents the error from minimization which is associated with large condition numbers, flat extrema and perhaps multiple local minima. We note that the error from minimization by the $s$-method is much larger than the corresponding error by the $t$-method for a wide range of $v$ values.

When the dominant error stems from noise in the data (as is the case in Figure $4.3(\mathrm{~b})$ ), we can understand why $v=O(1)$ provides the most accurate reconstruction by analyzing how well the Monte-Carlo simulations approximate the moments of the exit time distribution. We prove

Theorem 2. Let $T_{1}^{(n)}(x)$ and $T_{2}^{(n)}(x)$ be the nth moments of the exit time conditioned on the particle starting at position $x$ with initial velocity $+v$ and $-v$ respectively. Then the moments have the asymptotic behavior

$$
T_{j}^{(k)}(x)= \begin{cases}O\left(\frac{k!}{v^{2 k}}\right), & v \ll 1  \tag{4.28}\\ O\left(\frac{k!}{v^{k}}\right), & v \gg 1\end{cases}
$$

where $i=1,2$.
Proof. We have $T_{i}^{(n)}(x)=\left.(-\partial / \partial s)^{n} \tilde{w}_{i}(x, s)\right|_{s=0}$ for $n \geq 0, i=1,2$ and from Equations (4.5) and (4.6), these moments satisfy the coupled equations

$$
\begin{aligned}
-v \frac{\mathrm{~d} T_{1}^{(n)}}{\mathrm{d} x}-F(x)\left(T_{2}^{(n)}-T_{1}^{(n)}\right) & =n T_{1}^{(n-1)}, \\
v \frac{\mathrm{~d} T_{2}^{(n)}}{\mathrm{d} x}-F(x)\left(T_{1}^{(n)}-T_{2}^{(n)}\right) & =n T_{2}^{(n-1)},
\end{aligned}
$$

subject to the boundary conditions $T_{1}^{(n)}(L / 2)=0$ and $T_{2}^{(n)}(-L / 2)=0$ where $n \geq 1$ and $T_{i}^{(0)}(x)=1$. After some algebra, we find expressions for the moments in terms of indefinite integrals:

$$
\begin{align*}
& T_{1}^{(n)}(x)=-\frac{n}{v^{2}} \int \mathrm{~d} x F(x) \int \mathrm{d} x\left[T_{1}^{(n-1)}(x)+T_{2}^{(n-1)}(x)\right]-\frac{n}{v} \int \mathrm{~d} x T_{1}^{(n-1)}(x),  \tag{4.29}\\
& T_{2}^{(n)}(x)=-\frac{n}{v^{2}} \int \mathrm{~d} x F(x) \int \mathrm{d} x\left[T_{1}^{(n-1)}(x)+T_{2}^{(n-1)}(x)\right]+\frac{n}{v} \int \mathrm{~d} x T_{2}^{(n-1)}(x) . \tag{4.30}
\end{align*}
$$

When $v \ll 1$, we retain the first integral in each of equations (4.29) and (4.30) to find to obtain $T_{i}^{(k)}=O\left(k!/ v^{2 k}\right)$. If $v \gg 1$, we retain the second integral to find $T_{i}^{(k)}=O\left(k!/ v^{k}\right)$.

In (4.28), we see that the moments have a different asymptotic form depending on whether $v$ is small or large. When $v \ll 1$, the random walker is the diffusive limit where all the moments (except for the zeroth moment) diverge. On the other hand, when $v \gg 1$, the particle is in the ballistic limit: all moments except for the zeroth moment are asymptotically small and, to leading order, independent of $F(x)$.

Now consider approximating $w_{1}\left(x_{0}, t\right)$ or $w_{2}\left(x_{0}, t\right)$ with their noisy counterparts generated by the Monte-Carlo simulations. How well are the $w_{1}\left(x_{0}, t\right)$ and $w_{2}\left(x_{0}, t\right)$ approximated? One way to quantify the accuracy is by calculating the error in the moments of the noisy distribution. Given an initial velocity $+v$, let $\left\{\tau_{j}\right\}, 1 \leq j \leq N$ be the $N$ generated exit times (the following argument with initial velocity $-v$ is almost identical). Then by the central limit theorem, the $k$ th moment is approximately distributed according to

$$
\frac{1}{N} \sum_{j=1}^{N} \tau_{j}^{k} \sim \mathcal{N}\left(T_{1}^{(k)}, \frac{\operatorname{Var}\left(\tau_{j}^{k}\right)}{N}\right)
$$

where $\mathcal{N}(\mu, \nu)$ is a normal distribution with mean $\mu$ and variance $\nu$. Therefore a measure of the error incurred when calculating the $k$ th sample moment is

$$
N^{-1 / 2} \sqrt{\operatorname{Var}\left(\tau_{j}^{k}\right)}=N^{-1 / 2} \sqrt{T_{1}^{(2 k)}-T_{1}^{(k)^{2}}}=\left\{\begin{align*}
O\left(N^{-1 / 2} v^{-2 k}\right), & v \ll 1  \tag{4.31}\\
O\left(N^{-1 / 2} v^{-k}\right), & v \gg 1
\end{align*}\right.
$$

using (4.28) and $\operatorname{Var}\left(\tau_{j}^{k}\right)=E\left[\left(\tau_{j}^{k}-T_{1}^{(k)}\right)^{2}\right]$. Therefore from (4.31), a quick rule-ofthumb for the accuracy of the Monte-Carlo generated exit time distribution is that the error scales as $N^{-1 / 2}$ where $N$ is the number of trials.

It is evident from (4.31) that for a fixed number of realizations, the error in the $k$ th moment diverges as $v^{-2 k}$ as $v \rightarrow 0$ and the underlying exit time distribution is badly approximated in the limit of small $v$. On the other hand, as $v \rightarrow \infty$, although the error in the moments tend to zero, the moments themselves also tend to zero. From equation (3.7) the probability that a Broadwell particle with initial velocity $+v$ exits in time $t_{c}$ tends to 1 as $v \rightarrow \infty$ : for large $v$, the generated list of exit times is populated almost exclusively by $t_{c}$ (and $t_{c} \rightarrow 0$ as $v \rightarrow \infty$ ). From a single exit time it is very difficult to infer any information about $F(x)$. In both limiting cases, because the distribution of exit times is poorly captured by a finite number of realizations, the quality of the reconstruction suffers.

Finally, we systematically explore the effect of noise on the reconstruction quality. In Figure 4.4, we plot the error of the reconstructed $F_{M}(x)$ against the number of


Figure 4.4: Dependence of error in reconstructed flip rate function $F(x)$ on the number of exit times per initial particle state $N$ when $F(x)=1-0.7 x-$ $0.3 x^{2}+6 x^{3}$ using (a) $t$-method and (b) $s$-method. For each $N$, the error is calculated by performing minimizations for 10 data sets and taking the average, with each set containing $2 N$ exit times.
exits. For a wide range of polynomials $F^{*}(x)$, using both the $t$ - and $s$-methods, we find that the error in the reconstructed function scales as $O\left(N^{-1 / 2}\right)$. In particular, we see that for $N=O\left(10^{4}\right)$, the error $\left\|F_{M}-F^{*}\right\|_{\infty}=O\left(10^{-1}\right)$ whereas $N$ must exceed $O\left(10^{6}\right)$ for the error to fall below $O\left(10^{-2}\right)$. These estimates are mean values: the accuracy resulting from fitting one data set to the next will always vary because the noise in each set is different.

### 4.5 Conclusions

In this chapter, we have developed a pair of algorithms, Algorithms 5 and 6, which can be used to estimate the flip rate function of a 1D, constant-speed Broadwell process from the distribution of exit times out of a finite interval. In particular, the $t$-method is based on a novel series solution of the backward equation (4.1)-(4.4); see Theorem 1. We also present a set of calculations and asymptotic results that quantify the errors in approximating the exit time distribution with simulated data, and the
corresponding error in the flip rate reconstruction.
We found that polynomial transition rates could be reconstructed if the degree of the polynomial was not too large $(\lesssim 4)$ and that fitting to the exit time distribution ( $t$-method) directly versus fitting to the Laplace-transformed distribution ( $s$-method) generally allowed the reconstruction of one extra coefficient in the representation of $F(x)$. Providing our initial guess for the coefficients of $F(x)$ was not too far from the target coefficients, we were able to find $F(x)$ to within $O\left(10^{-1}\right)$ using $O\left(10^{4}\right)$ exit times. We were also able to find good approximations to non-polynomial flip-rate functions providing they are smooth and slowly varying. Finally, we experimented with reconstructions using different advection speeds. We found that $v=O(1)$ yielded the most accurate reconstructions because very small or large values of $v$ in the Monte-Carlo simulations gave poor representations of the true underlying exit time distribution.

Our results suggest that the $t$-method is an effective method to infer the spatiallydependent flip rate function of a two-state Broadwell process, if it is known a-priori that this function is smooth and structurally simple. The $t$-method involves explicitly solving for the cumulative density functions (4.1)-(4.4), tracking the discontinuities via (4.8)-(4.9) and minimizing the objective function (4.24). With this method, one can often find $M=4$ coefficients from about $2 N=20,000$ exit times. The $s$-method usually reconstructs one less coefficient than the $t$-method for the same number of exit times, and is more sensitive to the initial guess. However, it is much simpler to implement and only involves solving the ordinary differential equations (4.5)-(4.7) and minimizing (4.25).

## Chapter 5

## RECONSTRUCTION OF BROADWELL PROCESS USING LAYER STRIPPING METHOD

The layer stripping algorithm (or downward continuation algorithm) [36, 98] was developed by geophysicists to study the one-dimensional inverse scattering (impulseresponse) problem in reflection seismology [36]. It has a wide range of applications, such as speech synthesis [37] and transmission-line models [38]. In this chapter, we implement the layer stripping algorithm, which utilizes the finite difference method and the method of characteristics to reconstruct the spatially dependent flip rate function from the exit time distribution layer by layer, where the exit time is defined as the travel time needed for the particle starting from one endpoint of a finite interval to exit from either endpoint. We also study the convergence rate of the algorithm.

In Section 5.1, we describe a two-state Broadwell process and restrict our study to the case with a constant speed and spatially dependent flip rate. We then state both the forward problem and inverse problem. In Section 5.2, we provide details on solving the forward problem. In Sections 5.3 and 5.4, we discuss the numerical scheme implementing the layer stripping algorithm to reconstruct the flip rate functions using the cdf of the exit time data instead of the pdf of exit time data. In Section 5.5, we present our results of reconstruction obtained from simulated exit time data and the convergence rate of the layer stripping algorithm. In Section 5.6, we summarize our findings.

### 5.1 Two-state Broadwell Model and Statement of Inverse Problem

The two-state Broadwell model can be described as a particle's random walk parameterized by a starting position $x \in[-L / 2, L / 2]$, a velocity $+v$ (state 1 , where
$v$ is a positive constant) or $-v$ (state 2) and, a flip rate $F(y)$, where $y \in[-L / 2, L / 2]$ represents the current position at time $\sigma$. While traveling with speed $v$, the particle shifts between the two states with probability $F(y) \mathrm{d} \sigma$ within the time interval ( $\sigma, \sigma+$ $\mathrm{d} \sigma)$. When the particle exits from either endpoint, the total travel time is recorded. If the Broadwell process is repeated a large number of times, we obtain the exit time distribution $w_{1}(x, t)$ for a particle that initially started from $x$ in state 1 and $w_{2}(x, t)$ for a particle initially starting from $x$ in state 2 , where $t$ is the exit time.

In this chapter, we consider the exit time distributions $w_{1}(-L / 2, t)$ and $w_{2}(L / 2, t)$ conditioned on the particle initially being at position $\mp L / 2$, having a positive $(+v)$ and negative $(-v)$ velocity respectively and with a given flip rate function $F(y)$, the exit time distributions also satisfy (2.37) - (2.42). The forward problem is to solve (2.37) - (2.42) for exit time distributions $w_{1}(x, t)$ and $w_{2}(x, t),-L / 2<x<L / 2$ and $t>0$, given starting position $x$, flip rate $F(y)$ and velocity $\pm v$. Therefore, in Figure 5.1, the forward problem is that given Figure ( $a$ ), we want to generate plots $(b)$ and $(c)$. However, we are more interested in the inverse problem:

Inverse Problem Statement: Consider (2.37) - (2.42). Given velocities $\pm v$ and exit time distributions at the boundaries $x= \pm L / 2: w_{1}(-L / 2, t)$ and $w_{2}(L / 2, t)$, $t>0$, reconstruct the flip rate $F(x) \in C[-L / 2, L / 2]$.

To illustrate the problem, given Figure 5.1(b) and Figure 5.1(c), we want to reconstruct $F(y)$ in Figure 5.1(a). Notice that Figure 5.1(b) and Figure 5.1(c) contain 'spikes'. The spike is a numerical approximation of a Dirac delta function, which corresponds to an immediate particle exit at time $t=L / v$. For more details see [14].


Figure 5.1: Simulated exit time distributions of a Broadwell process with flip rate $F(y)=0.5+0.2 \cos (16 y)+0.1 \sin (64 y)$, constant velocity $v=1$, and $L=1$. (a) The flip rate function $F(y)$. (b) Exit time distribution $w_{1}$ starting from $x=-0.5$ with velocity $+v$, generated by $F(y)$ in (a). (c) Exit time distribution $w_{2}$ starting from $x=0.5$ with velocity $-v$, generated by flip rate $F(y)$ in (a). The number of exit times to generate each distribution is $M=10^{5}$.

### 5.2 Solution to The Forward Problem

### 5.2.1 Propagation of Singularities

We break up the forward problem (2.37) - (2.42) into two subproblems. First consider

$$
\begin{align*}
\frac{\partial w_{1}}{\partial t}-v \frac{\partial w_{1}}{\partial x} & =F(x)\left(w_{2}-w_{1}\right)  \tag{5.1}\\
\frac{\partial w_{2}}{\partial t}+v \frac{\partial w_{2}}{\partial x} & =F(x)\left(w_{1}-w_{2}\right)  \tag{5.2}\\
w_{1}(L / 2, t) & =0  \tag{5.3}\\
w_{2}(-L / 2, t) & =\delta(t) \tag{5.4}
\end{align*}
$$

for $t \geq 0$, and

$$
w_{1}(x, t)=0, \quad w_{2}(x, t)=0, \quad \text { for } t<0
$$

Let $H$ be the Heaviside function, we look for a solution of (5.1) - (5.4) in the form

$$
\begin{align*}
& w_{1}(x, t)=a_{0}(x, t) \delta(\xi)+a_{1}(x, t) H(\xi),  \tag{5.5}\\
& w_{2}(x, t)=b_{0}(x, t) \delta(\xi)+b_{1}(x, t) H(\xi), \tag{5.6}
\end{align*}
$$

where $a_{0}, a_{1}, b_{0}, b_{1}$ are differentiable functions and $\xi=t-x / v-L /(2 v)$. Substituting (5.5) - (5.6) into boundary conditions (5.3) - (5.4), matching the coefficients of $\delta(\xi)$ and $H(\xi)$, we have

$$
\begin{align*}
a_{0}(L / 2, t) & =0, \\
a_{1}(L / 2, t) & =0, \\
b_{0}(-L / 2, t) & =1, \\
b_{1}(-L / 2, t) & =0 . \tag{5.7}
\end{align*}
$$

Substituting (5.5) - (5.6) into (5.1) - (5.2), we have

$$
\begin{aligned}
& 2 a_{0} \delta^{\prime}(\xi)+\left[\frac{\partial a_{0}}{\partial t}-v \frac{\partial a_{0}}{\partial x}+2 a_{1}-F\left(b_{0}-a_{0}\right)\right] \delta(\xi)+ \\
& {\left[\frac{\partial a_{1}}{\partial t}-v \frac{\partial a_{1}}{\partial x}-F\left(b_{1}-a_{1}\right)\right] H(\xi)=0 } \\
& {\left[\frac{\partial b_{0}}{\partial t}+v \frac{\partial b_{0}}{\partial x}-F\left(a_{0}-b_{0}\right)\right] \delta(\xi)+\left[\frac{\partial b_{1}}{\partial t}+v \frac{\partial b_{1}}{\partial x}-F\left(a_{1}-b_{1}\right)\right] H(\xi)=0, }
\end{aligned}
$$

from which we match the coefficients of $\delta^{\prime}(\xi)$ and $\delta(\xi)$, and deduce that on $\xi=0$,

$$
\begin{align*}
a_{0} \delta^{\prime}(\xi) & =0  \tag{5.8}\\
2 a_{1} & =F\left(b_{0}-a_{0}\right)-\frac{\partial a_{0}}{\partial t}+v \frac{\partial a_{0}}{\partial x} \\
\frac{\partial b_{0}}{\partial t}+v \frac{\partial b_{0}}{\partial x} & =F\left(a_{0}-b_{0}\right) . \tag{5.9}
\end{align*}
$$

We shall see in the Appendix A that (5.8) implies

$$
\begin{array}{rlrl}
a_{0} & =0, & \text { on } \xi=0 \\
\frac{\partial a_{0}}{\partial t}-v \frac{\partial a_{0}}{\partial x} & =0, \quad \text { on } \xi=0 \tag{5.11}
\end{array}
$$

Substituting (5.10) - (5.11) into (5.8) - (5.9), we have that when $\xi=0, a_{0}(x)=0$, $b_{0}(x)=\exp \left[-\int_{-L / 2}^{x} \frac{F\left(x^{\prime}\right)}{v} \mathrm{~d} x^{\prime}\right]$, and

$$
\begin{equation*}
a_{1}(x, t)=a_{1}(x, x / v+L /(2 v))=\frac{F(x)}{2} \exp \left[-\int_{-L / 2}^{x} \frac{F\left(x^{\prime}\right)}{v} \mathrm{~d} x^{\prime}\right] \tag{5.12}
\end{equation*}
$$

We also match the coefficients of $H(\xi)$, so that when $\xi>0$,

$$
\begin{align*}
& \frac{\partial a_{1}}{\partial t}-v \frac{\partial a_{1}}{\partial x}=F(x)\left(b_{1}-a_{1}\right)  \tag{5.13}\\
& \frac{\partial b_{1}}{\partial t}+v \frac{\partial b_{1}}{\partial x}=F(x)\left(a_{1}-b_{1}\right) \tag{5.14}
\end{align*}
$$

So, solving (5.1) - (5.4) is equivalent to solving (5.13) - (5.14) in the triangular domain $x>-L / 2, t-x / v-L /(2 v)>0, t<L /(2 v)$ with boundary conditions (5.7) and (5.12). Note that, because in the hyperbolic system, the wave moves in a one-dimensional medium with speed $v$, a disturbance at $x=-L / 2, t=0$ can have no 'effect' at $x$ until $t>x / v+L /(2 v)$, so we have $b_{1}(x, t)=a_{1}(x, t) \equiv 0$ in the region $x<L / 2$, $t-x / v-L /(2 v)<0, t>0$. See subplot $(a)$ of Figure 5.2.



Figure 5.2: (a) Singularity structure of (5.7) and (5.12) - (5.14). (b) Singularity structure of (5.21) - (5.24)

Similarly, we look for a solution to the second subproblem

$$
\begin{align*}
\frac{\partial w_{1}}{\partial t}-v \frac{\partial w_{1}}{\partial x} & =F(x)\left(w_{2}-w_{1}\right)  \tag{5.15}\\
\frac{\partial w_{2}}{\partial t}+v \frac{\partial w_{2}}{\partial x} & =F(x)\left(w_{1}-w_{2}\right)  \tag{5.16}\\
w_{1}(L / 2, t) & =\delta(t)  \tag{5.17}\\
w_{2}(-L / 2, t) & =0 \tag{5.18}
\end{align*}
$$

for $t \geq 0$, and

$$
w_{1}(x, t)=0, \quad w_{2}(x, t)=0, \quad \text { for } t<0,
$$

in the form

$$
\begin{align*}
& w_{1}(x, t)=c_{0}(x, t) \delta(\eta)+c_{1}(x, t) H(\eta),  \tag{5.19}\\
& w_{2}(x, t)=d_{0}(x, t) \delta(\eta)+d_{1}(x, t) H(\eta), \tag{5.20}
\end{align*}
$$

where $\eta=t+x / v-L /(2 v)$. After some similar calculations, we have that when $\eta=0$, $d_{0}(x, t)=0, c_{0}(x, t)=\exp \left[-\int_{x}^{L / 2} \frac{F\left(x^{\prime}\right)}{v} \mathrm{~d} x^{\prime}\right]$ and

$$
\begin{equation*}
d_{1}(x, t)=\frac{F(x)}{2} \exp \left[-\int_{x}^{L / 2} \frac{F\left(x^{\prime}\right)}{v} \mathrm{~d} x^{\prime}\right] . \tag{5.21}
\end{equation*}
$$

We also have that when $\eta>0$,

$$
\begin{align*}
\frac{\partial c_{1}}{\partial t}-v \frac{\partial c_{1}}{\partial x} & =F(x)\left(d_{1}-c_{1}\right)  \tag{5.22}\\
\frac{\partial d_{1}}{\partial t}+v \frac{\partial d_{1}}{\partial x} & =F(x)\left(c_{1}-d_{1}\right) \tag{5.23}
\end{align*}
$$

So, solving (5.15) - (5.18) is equivalent to solving (5.22) - (5.23) in the triangular domain $x<L / 2, t+x / v-L /(2 v)>0, t<L /(2 v)$ with boundary conditions (5.21) and

$$
\begin{equation*}
c_{1}(L / 2, t)=0, \tag{5.24}
\end{equation*}
$$

which comes from setting $x=L / 2$ in (5.19) and comparing with (5.17). Note that, because in the hyperbolic system, the wave moves in a one-dimensional medium with speed $v$, a disturbance at $x=L / 2, t=0$ can have no 'effect' at $x$ until $t>-x / v+$ $L /(2 v)$, so we have $c_{1}(x, t)=d_{1}(x, t) \equiv 0$ in the region $x<L / 2, t+x / v-L /(2 v)<0$, $t>0$. See subplot (b) of Figure 5.2. In fact, we can solve (5.22) - (5.23) by noting
the following steps: (i) Let $x \rightarrow-x$ in (5.21) - (5.24) (ii) Let $\widetilde{c_{1}}(x, t)=c_{1}(-x, t)$ and $\widetilde{d}_{1}(x, t)=d_{1}(-x, t)$. Then equations (5.21) - (5.24) become

$$
\begin{align*}
\frac{\partial \widetilde{c_{1}}}{\partial t}+v \frac{\partial \widetilde{c_{1}}}{\partial x}= & F(-x)\left(\widetilde{d}_{1}-\widetilde{c_{1}}\right)  \tag{5.25}\\
\frac{\partial{\widetilde{d_{1}}}_{1}}{\partial t}-v \frac{\partial \widetilde{d_{1}}}{\partial x}= & F(-x)\left(\widetilde{c_{1}}-\widetilde{d}_{1}\right) \\
\widetilde{c_{1}}(-L / 2, t)= & 0 \\
\widetilde{d}_{1}(x, t)= & \frac{F(-x)}{2} \exp \left[-\int_{-L / 2}^{x} \frac{F(-y)}{v} \mathrm{~d} y\right],  \tag{5.26}\\
& \text { on } t=x / v+L /(2 v)
\end{align*}
$$

which are exactly the same as $(5.12)-(5.7)$ except $F(x)$ is replaced by $F(-x)$. This symmetry is used to quickly generate solutions to the full problem (2.37) - (2.42), whose solution arises from a superposition of the subproblem solutions and can be represented as

$$
\begin{align*}
& w_{1}(x, t)=a_{1}(x, t) H(\xi)+c_{0}(x, t) \delta(\eta)+\widetilde{c_{1}}(-x, t) H(\eta),  \tag{5.27}\\
& w_{2}(x, t)=b_{0}(x, t) \delta(\xi)+b_{1}(x, t) H(\xi)+\widetilde{d}_{1}(-x, t) H(\eta) . \tag{5.28}
\end{align*}
$$

In Section 5.2.2, we give a numerical algorithm to generate the perfect data of the exit time distributions $w_{1}(-L / 2, t)$ and $w_{2}(L / 2, t)$. We could also generate noisy data $w_{1}(-L / 2, t)$ and $w_{2}(L / 2, t)$ by simulating a Broadwell random walk using a MonteCarlo method which is based on a Rejection-Acceptance algorithm [91]. A full description of our Monte-Carlo simulation is presented in our previous paper [14]. Once $w_{1}(-L / 2, t), w_{2}(L / 2, t)$ are calculated, we are able to find the corresponding cumulative distribution functions:

$$
\begin{aligned}
W_{1}(-L / 2, t) & =\int_{0}^{t} w_{1}\left(-L / 2, t^{\prime}\right) \mathrm{d} t^{\prime} \equiv W_{1, \mathrm{data}}(t) \\
W_{2}(L / 2, t) & =\int_{0}^{t} w_{2}\left(L / 2, t^{\prime}\right) \mathrm{d} t^{\prime} \equiv W_{2, \mathrm{data}}(t)
\end{aligned}
$$

which will be used for flip rate reconstruction in Section 5.4.

### 5.2.2 Numerical Method for The Forward Problems

In this section, we numerically solve the forward problem (5.1) - (5.4) to generate the exit time distribution (perfect data) $w_{1}(-L / 2, t), w_{2}(L / 2, t)$. From (5.27) - (5.28), we know that the exit time distributions are then given by

$$
\begin{gather*}
w_{1}(-L / 2, t)=c_{0}(-L / 2, t) \delta(t-L / v)+a_{1}(-L / 2, t) H(t)+\widetilde{c}_{1}(L / 2, t) H(t-L / v),  \tag{5.29}\\
w_{2}(L / 2, t)=b_{0}(L / 2, t) \delta(t-L / v)+b_{1}(L / 2, t) H(t-L / v)+\widetilde{d}_{1}(-L / 2, t) H(t), \tag{5.30}
\end{gather*}
$$

for $t>0$. From Figure 5.4, we see that the values of $w_{1}(-L / 2, t)$ at $t=L /(2 v)$ and $w_{2}(L / 2, t)$ at $t=L /(2 v)$ only affect $F(x)$ at $x=0$, a set of zero measure. So the delta functions included in (5.29) - (5.30) will only affect $F(x)$ at a single point; hence we ignore the deltas, and only need to solve for $a_{1}, b_{1}, \widetilde{c_{1}}$, and $\widetilde{d_{1}}$.

Now we describe the algorithm for solving $a_{1}, b_{1}$. Rewrite (5.13) - (5.7) as

$$
\begin{align*}
\frac{\mathrm{d} a_{1}(c-v t, t)}{\mathrm{d} t} & =F(x)\left(b_{1}-a_{1}\right), \quad \text { on } t+x / v=c / v  \tag{5.31}\\
\frac{\mathrm{~d} b_{1}(c-v t, t)}{\mathrm{d} t} & =F(x)\left(a_{1}-b_{1}\right), \quad \text { on } t-x / v=c / v  \tag{5.32}\\
a_{1}(x, t) & =\frac{F(x)}{2} \exp \left[-\int_{-L / 2}^{x} \frac{F\left(x^{\prime}\right)}{v} \mathrm{~d} x^{\prime}\right], \quad \text { on } t=x / v+L /(2 v),  \tag{5.33}\\
b_{1}(-L / 2, t) & =0, \tag{5.34}
\end{align*}
$$

where $c$ is a constant. Let $\Delta x=L / N, x_{0}=-L / 2, x_{N}=L / 2, t_{0}=0, t_{N}=L / v, a_{1}^{(j, i)}=$ $a_{1}\left(x_{j}, t_{i}\right), b_{1}^{(j, i)}=b_{1}\left(x_{j}, t_{i}\right)$, then follow the procedure and Figure 5.3 below to calculate $a_{1}$ and $b_{1}$ :

1. From (5.33) and (5.34), we know that $a_{1}$ (cross) is known on the diagonal $t=$ $x / v+L /(2 v), b_{1}$ (circle) is known on the left boundary $x=-L / 2$. Rewrite (5.31) and (5.32) as

$$
\begin{align*}
b_{1}^{(j, i)} & =\Delta t F_{j-1}\left[a_{1}^{(j-1, i-1)}-b_{1}^{(j-1, i-1)}\right]+b_{1}^{(j-1, i-1)}  \tag{5.35}\\
a_{1}^{(j, i)} & =\Delta t F_{j+1}\left[b_{1}^{(j+1, i-1)}-a_{1}^{(j+1, i-1)}\right]+a_{1}^{(j+1, i-1)} \tag{5.36}
\end{align*}
$$

from which the value of $b_{1}$ along Diag1 $t=x / v+L /(2 v)$ is updated.


Figure 5.3: Finite difference stencils for forward problem (5.13) - (5.7). $a_{1}$ is known on the diagonal $t=x / v+L /(2 v), b_{1}$ is known on the left boundary $x=-L / 2$
2. Use (5.36) and (5.35) to update the values of $a_{1}$ and $b_{1}$ along Diag 3.
3. Repeat the previous steps to update $a_{1}$ and $b_{1}$ along every other diagonal.
4. Use linear interpolation to calculate $a_{1}$ and $b_{1}$ along Diag2, Diag4, ..., etc.

From Section 5.2.1, we know that $\widetilde{c_{1}}$ and $\widetilde{d}_{1}$ can be solved through (5.25) - (5.26) using the same algorithm as $(5.13)-(5.7)$, but using $F(-x)$ instead of $F(x)$. Hence, the solution to the full forward problem (2.37) - (2.42) is constructed by solving (5.31) (5.32) numerically.
5.3 Relationship between $F(x)$ and $w_{1}, w_{2}$ along $t=\frac{L}{2 v} \pm \frac{x}{v}$

In this section, we derive the relationship between $F(x)$ and $w_{1,2}$ along $t=\frac{L}{2 v} \pm \frac{x}{v}$ using (5.27) and (5.28).

Assume $-L / 2 \leq x \leq 0$. Defining $w_{1}\left(x,\left[\frac{x}{v}+\frac{L}{2 v}\right]^{+}\right)$as $U_{1}(x)$, we have

$$
\begin{align*}
U_{1}(x) & \equiv w_{1}\left(x,\left[\frac{x}{v}+\frac{L}{2 v}\right]^{+}\right)=a_{1}\left(x,\left[\frac{x}{v}+\frac{L}{2 v}\right]^{+}\right), \\
& =\frac{F(x)}{2} \exp \left[-\int_{-L / 2}^{x} \frac{F\left(x^{\prime}\right)}{v} \mathrm{~d} x^{\prime}\right] \\
& =-\frac{v}{2} \frac{\mathrm{~d}}{\mathrm{~d} x} \exp \left[-\int_{-L / 2}^{x} \frac{F\left(x^{\prime}\right)}{v} \mathrm{~d} x^{\prime}\right] \\
\Rightarrow F(x) & =\frac{2 U_{1}(x)}{1-2 \int_{-L / 2}^{x} \frac{U_{1}\left(x^{\prime}\right)}{v} \mathrm{~d} x^{\prime}}, \quad \text { for }-L / 2 \leq x \leq 0 \tag{5.37}
\end{align*}
$$

and in particular,

$$
\begin{equation*}
F(-L / 2)=2 U_{1}(-L / 2) \tag{5.38}
\end{equation*}
$$

For $0 \leq x \leq L / 2$, similarly, define $w_{2}\left(x,\left[\frac{L}{2 v}-\frac{x}{v}\right]^{+}\right)$as $U_{2}(x)$. A similar calculation yields

$$
\begin{equation*}
F(x)=\frac{2 U_{2}(x)}{1-2 \int_{x}^{L / 2} \frac{U_{2}\left(x^{\prime}\right)}{v} \mathrm{~d} x^{\prime}}, \quad \text { for } 0 \leq x \leq L / 2 \tag{5.39}
\end{equation*}
$$

and in particular,

$$
\begin{equation*}
F(L / 2)=2 U_{2}(L / 2) \tag{5.40}
\end{equation*}
$$

Equations (5.37) - (5.40) are the cornerstones of our numerical method for the recovery of $F(x)$.

### 5.4 Layer Stripping Algorithm to Solve Inverse Problem

We now describe our algorithm for reconstructing the flip rate function $F(x)$ from the exit time distributions $w_{1}(-L / 2, t)$ and $w_{2}(L / 2, t)$. These distributions come from either the solution of the forward problem (perfect data), or directly simulating a Broadwell process (noisy data), details can be found in [14]. However, because the boundary data $w_{1}(-L / 2, t)$ and $w_{2}(L / 2, t)$ are very noisy, we will use $W_{1}(-L / 2, t)$ and $W_{2}(L / 2, t)$ in reconstruction.

Let $W_{1}(x, t)=\int_{0}^{t} w_{1}\left(x, t^{\prime}\right) \mathrm{d} t^{\prime}, W_{2}(x, t)=\int_{0}^{t} w_{2}\left(x, t^{\prime}\right) \mathrm{d} t^{\prime}$, then we rewrite (2.37) - (2.40) in terms of cumulative distribution functions $W_{1}(x, t)$ and $W_{2}(x, t)$ :

$$
\begin{align*}
\frac{\partial W_{1}}{\partial t}-v \frac{\partial W_{1}}{\partial x} & =F(x)\left(W_{2}-W_{1}\right)  \tag{5.41}\\
\frac{\partial W_{2}}{\partial t}+v \frac{\partial W_{2}}{\partial x} & =F(x)\left(W_{1}-W_{2}\right)  \tag{5.42}\\
W_{1}(L / 2, t) & =H(t) \\
W_{2}(-L / 2, t) & =H(t)
\end{align*}
$$

for $t \geq 0$, and

$$
W_{1}=0, \quad W_{2}=0, \quad \text { for } t<0
$$

where $H(t)$ is Heaviside function. Then our inverse problem becomes: given exit time distribution data $W_{1}(-L / 2, t) \equiv W_{1, \text { data }}(t), W_{2}(L / 2, t) \equiv W_{2 \text {,data }}(t)$, recover $F(x)$.

To reconstruct $F(x)$, first of all, we use the method of characteristics to rewrite equations (5.41) and (5.42) as

$$
\begin{align*}
\frac{\mathrm{d} W_{1}}{\mathrm{~d} x}=\frac{F(x)}{v}\left(W_{1}-W_{2}\right), & \text { along } \frac{x}{v}+t=\text { constant }  \tag{5.43}\\
\frac{\mathrm{d} W_{2}}{\mathrm{~d} x}=\frac{F(x)}{v}\left(W_{1}-W_{2}\right), & \text { along } \frac{x}{v}-t=\text { constant } \tag{5.44}
\end{align*}
$$

Let $W_{1}^{(j, i)}=W_{1}\left(x_{j}, t_{i}\right)$ and $W_{2}^{(j, i)}=W_{2}\left(x_{j}, t_{i}\right), U_{1, j}=U_{1}\left(x_{j}\right)=w_{1}\left(x_{j}, t_{j}\right), U_{2, j}=$ $U_{2}\left(x_{j}\right)=w_{2}\left(x_{j}, t_{j}\right)$ and $F_{j}=F\left(x_{j}\right)$, where $x_{j}=j \Delta x, t_{i}=i \Delta t, \Delta x=L /(2 N)$, $\Delta t=L /(v N)$.

We present both first order and second order numerical methods to reconstruct flip rate function $F(x)$.

### 5.4.1 First Order Layer Stripping Algorithm

The first order method is realized by using the simple Euler method to solve the ODEs and the rectangle rule to integrate numerically. Firstly, we rewrite (5.43) and (5.44) as

$$
\begin{align*}
& W_{1}^{(j, i)}=W_{1}^{(j-1, i+1)}+F_{j-1}\left(W_{1}^{(j-1, i+1)}-W_{2}^{(j-1, i+1)}\right) \Delta x / v  \tag{5.45}\\
& W_{2}^{(j, i)}=W_{2}^{(j-1, i-1)}+F_{j-1}\left(W_{1}^{(j-1, i-1)}-W_{2}^{(j-1, i-1)}\right) \Delta x / v \tag{5.46}
\end{align*}
$$

The finite difference stencils for (5.45) and (5.46) are indicated in Figure 5.4.


Figure 5.4: Layer stripping algorithm. Dashed circles are values of $W_{1}\left(x,\left[\frac{x}{v}+\frac{L}{2 v}\right]^{+}\right) \equiv$ $U_{1}(x)$. Solid circles are values of $W_{2}\left(x,\left[\frac{L}{2 v}-\frac{x}{v}\right]^{+}\right) \equiv U_{2}(x) . W_{1}^{(j, i)}$ and $W_{2}^{(j, i)}$ are updated along solid and dashed arrows respectively.

Note that we have the values of $W_{1}\left(x_{0}, t_{i}\right)=W_{1, \text { data }}\left(t_{i}\right), W_{2}\left(x_{0}, t_{i}\right)=H\left(t_{i}\right)$, $W_{1}\left(x_{N}, t_{i}\right)=H\left(t_{i}\right)$ and $W_{2}\left(x_{N}, t_{i}\right)=W_{2, \text { data }}\left(t_{i}\right)$ for all $i=0,1,2, \ldots, N-1$, as well as $W_{1, \text { data }}\left(t_{N}\right)=\lim _{t \rightarrow t_{N}^{-}} W_{1}\left(x_{0}, t\right)$ and $W_{2, \text { data }}\left(t_{N}\right)=\lim _{t \rightarrow t_{N}^{-}} W_{1}\left(x_{0}, t\right)$. When $-L / 2 \leq$ $x \leq 0$ and $N$ is even, the first order layer stripping algorithm to find $F(x)$ is as follows:

1. Use boundary data $W_{1, \text { data }}\left(t_{i}\right)$ and $H\left(t_{i}\right),(5.37)$ and (5.38) to compute $U_{1}\left(x_{0}\right)$, $F\left(x_{0}\right)$ :

$$
\begin{aligned}
& U_{1,0}=U_{1}\left(x_{0}\right) \\
& F_{0}=F\left(x_{0}\right)=w_{1}\left(x_{0}, t_{0}\right)=w_{1}^{(0,0)}=\frac{W_{1}^{(0,1)}-W_{1}^{(0,0)}}{\Delta t} \\
&
\end{aligned}
$$

2. At each layer $x=x_{j}, j=1, \ldots, \frac{N}{2}-1$, we use (5.45), (5.46), (5.37) and (5.39) to calculate the values of $W_{1}\left(x_{j}, t_{i}\right), W_{2}\left(x_{j}, t_{i}\right), U_{1}\left(x_{j}\right)$ and $F\left(x_{j}\right)$, for $i=j, j+$ $1, \ldots, N-j-1$, respectively:

$$
\begin{aligned}
W_{1}^{(j, i)} & =W_{1}^{(j-1, i+1)}+F_{j-1}\left(W_{1}^{(j-1, i+1)}-W_{2}^{(j-1, i+1)}\right) \frac{\Delta x}{v} \\
W_{2}^{(j, i)} & =W_{2}^{(j-1, i-1)}+F_{j-1}\left(W_{1}^{(j-1, i-1)}-W_{2}^{(j-1, i-1)}\right) \frac{\Delta x}{v} \\
U_{1, j} & =w_{1}^{(j, j)}=\frac{W_{1}^{(j, j+1)}-W_{1}^{(j, j)}}{\Delta t} \\
F_{j} & =\frac{2 U_{1, j}}{1-2\left(U_{1,0}+\ldots+U_{1, j-1}\right) \Delta x / v} .
\end{aligned}
$$

A similar procedure can be repeated for the right triangle to find $F\left(x_{j}\right)$ when $j=\frac{N}{2}+1, \frac{N}{2}+2, \ldots, N$, given boundary data $W_{2, \text { data }}(t)$ and $H(t)$. We use linear interpolation to find $F\left(x_{N / 2}\right)$.

### 5.4.2 Second Order Layer Stripping Algorithm

The second order layer stripping algorithm is developed by replacing the simple Euler method and rectangle rule in Section 5.4 .1 by the Predictor-corrector method and trapezoid rule respectively.

When $-L / 2 \leq x \leq 0$ and $N$ is even, the second order layer stripping algorithm to find $F(x)$ is as follows:

1. Use first order algorithm, boundary data $W_{1, \text { data }}\left(t_{i}\right)$ and $H\left(t_{i}\right), i=0,1, \ldots, N$, where $W_{1, \text { data }}\left(t_{N}\right)=\lim _{t \rightarrow t_{N}^{-}} W_{1}\left(x_{0}, t\right)$, as well as (5.37) and (5.38) to predict $U_{1}\left(x_{0}\right), F\left(x_{0}\right)$, which are written as $\widehat{U}_{1}\left(x_{0}\right), \widehat{F}\left(x_{0}\right)$ :

$$
\begin{aligned}
\widehat{U}_{1,0} & =\widehat{U}_{1}\left(x_{0}\right)
\end{aligned}=\frac{W_{1}^{(0,1)}-W_{1}^{(0,0)}}{\Delta t},
$$

Then correct $\widehat{U}_{1}\left(x_{0}\right)$ by second order differentiation:

$$
\begin{align*}
U_{1,0} & =U_{1}\left(x_{0}\right)  \tag{5.47}\\
F_{0} & =F\left(x_{0}\right) \tag{5.48}
\end{align*}=\frac{-W_{1}^{(0,2)}+4 W_{1}^{(0,1)}-3 W_{1}^{(0,0)}}{2 \Delta t},
$$

In practice, because $U_{1,0}$ and $F_{0}$ do not depend on $\widehat{U}_{1,0}$ and $\widehat{F}_{0}$, we just use (5.47) and (5.48) immediately.
2. At each layer $x=x_{j}, j=1, \ldots, \frac{N}{2}-1$, we use the first order algorithms in Section 5.4.1, (5.43), (5.44), (5.37) and (5.39) to predict the values of $W_{1}\left(x_{j}, t_{i}\right)$, $W_{2}\left(x_{j}, t_{i}\right), U\left(x_{j}\right)$ and $F\left(x_{j}\right)$, for $i=j, j+1, \ldots, N-j$,

$$
\left.\begin{array}{rl}
\widehat{W}_{1}^{(j, i)} & =W_{1}^{(j-1, i+1)}+F_{j-1}\left(W_{1}^{(j-1, i+1)}-W_{2}^{(j-1, i+1)}\right) \frac{\Delta x}{v}, \\
\widehat{W}_{2}^{(j, i)} & =W_{2}^{(j-1, i-1)}+F_{j-1}\left(W_{1}^{(j-1, i-1)}-W_{2}^{(j-1, i-1)}\right) \frac{\Delta x}{v}, \\
\widehat{U}_{1, j} & =\frac{\widehat{W}_{1}^{(j, j+1)}-\widehat{W}_{1}^{(j, j)}}{\Delta t} \\
\widehat{F}_{j} & =\frac{2 \widehat{U}_{1, j}}{1-2\left(\widehat{U}_{1,0}+\ldots+\widehat{U}_{1, j-1}\right) \Delta x / v} .
\end{array}\right\} \text { Predictor }
$$

Then use trapezoid rule to correct them:

$$
\left.\begin{array}{rl}
W_{1}^{(j, i)}= & W_{1}^{(j-1, i+1)}+\frac{\Delta x}{2 v}\left\{F_{j-1}\left(W_{1}^{(j-1, i+1)}-W_{2}^{(j-1, i+1)}\right)\right. \\
& \left.+\widehat{F}_{j}\left(\widehat{W}_{1}^{(j, i)}-\widehat{W}_{2}^{(j, i)}\right)\right\} \\
W_{2}^{(j, i)}= & W_{2}^{(j-1, i-1)}+\frac{\Delta x}{2 v}\left\{F_{j-1}\left(W_{1}^{(j-1, i-1)}-W_{2}^{(j-1, i-1)}\right)\right. \\
& \left.+\widehat{F}_{j}\left(\widehat{W}_{1}^{(j, i)}-\widehat{W}_{2}^{(j, i)}\right)\right\} \\
U_{1, j}= & \frac{-W_{1}^{(j, j+2)}+4 W_{1}^{(j, j+1)}-3 W_{1}^{(j, j)}}{2 \Delta t} \\
F_{j}= & \frac{2 U_{1, j}}{1-2\left(U_{1,0} / 2+U_{1,1}+\ldots+U_{1, j-1}+U_{1, j} / 2\right) \Delta x / v}
\end{array}\right\} \text { Corrector }
$$

A similar procedure can be repeated for the right triangle in Figure 5.4 to find $F\left(x_{j}\right)$ when $j=\frac{N}{2}+1, \frac{N}{2}+2, \ldots, N$, given boundary data $h_{2}(t)$ and $H(t)$. We use linear interpolation to find $F\left(x_{N / 2}\right)$ from $F\left(x_{N / 2-1}\right)$ and $F\left(x_{N / 2+1}\right)$.

### 5.5 Results and Discussion

We used the layer stripping algorithm discussed in Section 5.4 to reconstruct flip rate functions from data generated by simulating a Broadwell random walk using a Monte-Carlo method [14]. In the discussion below, the interval length $L=1$, particle
speed $v=1, N$ is the number of subintervals in $[-L / 2, L / 2]$, and $M$ is the number of exit times used to generate each exit time distribution $w_{1}(-L / 2, t), w_{2}(L / 2, t)$. Hence, the total number of exit times is always $2 M$. Also, notice that the layer stripping algorithm we used does not find the value of $F(x)$ at $x=0$; so it leaves a "hole" in the $F(x)$, which is filled by interpolation.

In Figure 5.5, we reconstruct four continuous flip rate functions using the first order layer stripping method. The function in $4(\mathrm{a})$ is a trigonometric function, the function in 4(b) is a combination of trigonometric and exponential functions, the function in 4 (c) has discontinuous derivatives within ( $-L / 2, L / 2$ ), and the function in $4(\mathrm{~d})$ has many extrema within $(-L / 2, L / 2)$. Let $F(x)$ be the target flip rate function, $F_{p}(x)$ be the flip rate function reconstructed from perfect data which is generated by solving the forward problem (2.37) - (2.42) and $F_{n}(x)$ be the flip rate function reconstructed from noisy data which is generated by simulating the Broadwell process. Define the error for perfect data $E_{p}$ and the error for noisy data $E_{n}$ in the $L^{2}$ norm as

$$
\begin{aligned}
& E_{p}=\left(\sum_{i=0}^{N}\left|F\left(x_{i}\right)-F_{p}\left(x_{i}\right)\right|^{2} \Delta x\right)^{1 / 2} \approx\left(\int_{-L / 2}^{L / 2}\left|F(x)-F_{p}(x)\right|^{2} d x\right)^{1 / 2} \\
& E_{n}=\left(\sum_{i=0}^{N}\left|F\left(x_{i}\right)-F_{n}\left(x_{i}\right)\right|^{2} \Delta x\right)^{1 / 2} \approx\left(\int_{-L / 2}^{L / 2}\left|F(x)-F_{n}(x)\right|^{2} d x\right)^{1 / 2} .
\end{aligned}
$$

In principle, with $N=100$, we are able to reconstruct any continuous flip rate function with $E_{p}$ and $E_{n}$ always within $O\left(10^{-2}\right)$ given $M=200,000$. The reconstructed curve becomes less noisy, and the accuracy of the flip rate reconstructions from noisy data improves as $M$ increases. For instance, $E_{n}$ decreases by $30 \%-50 \%$ when $M=1,000,000$, see Figure 5.6. The reconstruction results and errors obtained from first order and second order methods are identical to within three decimal places. Because $W_{1}$ and $W_{2}$ are noisy, the second order finite difference formula (5.47) is only first order accurate. Hence the accuracy of the Predictor-Corrector method is first order overall. We now validate the correct convergence rate of the layer stripping algorithms used in Section 5.4.1 and 5.4.2, provided that the boundary data for reconstruction is noiseless and corresponds to an actual flip rate function. Assume we are given $0 \leq x \leq L / 2$,


Figure 5.5: Reconstruction of flip rate functions $F(x)$ : (a) $F(x)=0.5 \sin (8 x)+1$,
(b) $F(x)=\sin (5 x) \cos (8 x)+\cos (0.3 x) \exp (0.5 x)+x^{2} \sin \left(-0.6 x^{3}\right)+0.5$,
(c) $F(x)=2.5 x+1.55$ for $-0.5 \leq x \leq-0.3, F(x)=-x+0.5$ for $-0.3<x<0.2, F(x)=0.25 x+0.25$ for $0.2 \leq x \leq 0.5$, and (d) $F(x)=0.5+0.2 \cos (16 x)+0.1 \sin (64 x), N=100, M=200,000$.
$W_{2}(L / 2, t) \equiv W_{2 \text {,data }}(t)$. Let $F_{N}$ be the reconstructed flip rate function for an $N+1$ point discretization (see Figure 5.4). Define the error in terms of $L^{2}$ norm:

$$
E_{N}=\left(\sum_{i=0}^{N}\left|F_{N}\left(x_{i}\right)-F_{6000}\left(x_{i}\right)\right|^{2} \Delta x\right)^{1 / 2} \approx\left(\int_{0}^{L / 2}\left|F_{N}(x)-F_{6000}(x)\right|^{2} d x\right)^{1 / 2}
$$

where we use $F_{6000}$ to approximate the true $F(x)$. In Figure 5.7, we plot the error $E_{N}$ against the number of subintervals in $[-L / 2, L / 2]$. We find that the reconstruction error scales as $O\left(N^{-1}\right)$ when using the first order algorithm, which agrees with simple


Figure 5.6: Reconstruction of flip rate functions $F(x)$ : (a) $F(x)=0.5 \sin (8 x)+1$,
(b) $F(x)=\sin (5 x) \cos (8 x)+\cos (0.3 x) \exp (0.5 x)+x^{2} \sin \left(-0.6 x^{3}\right)+0.5$,
(c) $F(x)=2.5 x+1.55$ for $-0.5 \leq x \leq-0.3, F(x)=-x+0.5$ for $-0.3<x<0.2, F(x)=0.25 x+0.25$ for $0.2 \leq x \leq 0.5$, (d) $F(x)=$ $0.5+0.2 \cos (16 x)+0.1 \sin (64 x), N=100, M=1,000,000$.

Euler and the rectangle rule leading to a first order layer stripping algorithm. The error scales as $O\left(N^{-2}\right)$ when using second order algorithm, which is consistent with Predictor-Corrector method and the trapezoid rule leading to a second order layer stripping algorithm.

Our original motivation for studying the Broadwell process was to better-understand


Figure 5.7: Dependence of error in flip rate function $F(x)$ reconstruction on the number of subintervals $N$. (a) The probability density function $W_{2}(L / 2, t) \equiv$ $W_{2, \text { data }}(t)=-0.1403 t^{6}-0.7352 t^{5}+2.9494 t^{4}-3.1707 t^{3}+1.1536 t^{2}+$ $0.1476 t+0.0015$ for $t \in[0, L / v]$. (b) Given $W_{2}(L / 2, t)$, we use both first and second order layer stripping methods to reconstruct $F(x)$, $0 \leq x \leq L / 2$.
reconstruction from the exit times of a Brownian motion. In the Broadwell process, the transition distance between the two states is shorter if the flip rate is larger, or the velocity is smaller. This property indicates that in the limit of large dimensionless flip rate $\frac{L F(x)}{v}$, the Broadwell process behaves like a diffusive motion. In Figure 5.8, we reconstruct the flip rate $F(x)$ when $v$ is small from two types of noisy data. In Figure 5.8(a) and Figure 5.8(b) the exit time distribution is generated from MonteCarlo simulation, while in Figure 5.8(c) and Figure 5.8(d), the distribution is generated by adding artificial noise which is uniformly distributed $U[-\varepsilon, \varepsilon]$ to $w_{1 p}(-L / 2, t)$ and $w_{2 p}(L / 2, t)$, with $\varepsilon=10^{-5}$. From Figure 5.8(a) and Figure 5.8(b), we observe that the reconstruction is poor near $x=0$, because the noise in the pdfs $w_{1}(-L / 2, t)$ and $w_{2}(L / 2, t)$ for $t \in(0, L / v]$ propagates along characteristics $\mathrm{d} x / \mathrm{d} t= \pm v$. Our algorithm for reconstructing $F(x)$ accumulates the noise because it requires computing the integrals of $w_{1}\left(x,\left[\frac{L}{2 v}+\frac{x}{v}\right]^{+}\right) / v$ and $w_{2}\left(x,\left[\frac{L}{2 v}-\frac{x}{v}\right]^{+}\right) / v$ through equations (5.37) and (5.39).


Figure 5.8: Reconstruction of flip rate functions $F(x)$ with small velocity from MonteCarlo simulation data and artificial noisy data: (a) and (c) $F(x)=$ $0.3 \sin (5 x) \cos (8 x)+0.3 \cos (0.3 x) \exp (0.5 x)+0.3 x^{2} \sin \left(-0.6 x^{3}\right)+0.15$, (b) and (d) $F(x)=0.5+0.2 \cos (16 x)+0.1 \sin (64 x), N=200, v=0.1$. (a) and (b) are reconstructed from simulated noisy data with $M=$ $1,000,000$. (c) and (d) are reconstructed from artificial noisy data.

We use artificial data to reconstruct flip rate functions in Figure 5.8(c) and Figure 5.8(d) for two main reasons. First of all, in our previous paper [14], we find that all the moments (except for the zeroth moment) of the exit time distribution diverge when $v \ll 1$, so for fixed $M$, the noisy data generated from simulation becomes less accurate when $v$ gets smaller. Also, given $F(x)=O(1), x \in[-L / 2, L / 2]$ and $v \ll 1$, it takes a longer time to generate a fixed number of exit times as $v \rightarrow 0$; this
also makes the reconstruction more difficult. Specifically, let $w_{1 p}(-L / 2, t), w_{2 p}(L / 2, t)$, and $w_{1 n}(-L / 2, t), w_{2 n}(L / 2, t)$ for $t \in(0, L / v]$ be probability density functions obtained from perfect data and from Monte-Carlo simulation respectively. The pdfs $w_{1 n}\left(-L / 2, t_{j}\right)$ and $w_{2 n}\left(L / 2, t_{j}\right)$, where $t_{j}, j=0,1, \ldots, N$, are defined in Section 5.4, and can be computed as follows. Suppose the two sets of $M$ exit times are $\left\{\tau_{k}^{(1)}\right\}$ and $\left\{\tau_{k}^{(2)}\right\}, 1 \leq k \leq M$. Then let

$$
w_{1 n}(-L / 2, t)=\frac{m}{M \Delta t}, \quad \text { if } t_{j-1} \leq t<t_{j}
$$

where $\Delta t=t_{j}-t_{j-1}, m$ is the number of exit times satisfying $t_{j-1} \leq \tau_{k}^{(1)}<t_{j}$, for $1 \leq j \leq N . w_{2 p}\left(L / 2, t_{j}\right)$ can be computed similarly. Define the magnitude of noise in $w_{1 n}(-L / 2, t)$ and $w_{2 n}(L / 2, t)$ by

$$
\varepsilon_{1}=\max _{t \in(0, L / v]}\left|w_{1 n}(-L / 2, t)-w_{1 p}(-L / 2, t)\right|, \quad \varepsilon_{2}=\max _{t \in(0, L / v]}\left|w_{2 n}(L / 2, t)-w_{2 p}(L / 2, t)\right|
$$

respectively. For the data used to generate Figure 5.8(a) and Figure 5.8(b), we find that both $\varepsilon_{1}$ and $\varepsilon_{2}$ are $O\left(10^{-3}\right)$ with $N=200$ and $2 M=2,000,000$ exit times in total, which takes more than 11 days to generate. To reduce the order of $\varepsilon_{1}$ and $\varepsilon_{2}$ to $\varepsilon=10^{-5}$, the noise level of the data in Figure 5.8(c) and (d), we need to generate more exit times. However, reducing $\varepsilon_{1}$ and $\varepsilon_{2}$ to $O\left(10^{-5}\right)$ would require about $2 M=4,000,000$ exit times, which would take MATLAB 22 days to complete on an AMD Opteron 6174 CPU (Base frequency 2200 MHz ).

### 5.6 Conclusion

In this chapter, we successfully utilize a layer stripping method, which is used by geophysicists in seismology, to study a stochastic inverse problem arising from neuroscience and medical imaging. In principle, we are able to reconstruct a wide range of continuous flip rate functions of a one-dimensional, constant-speed Broadwell process from the exit time distributions, and the error is within $O\left(10^{-2}\right)$ using $2 M=400,000$ exit times in total. The reconstructed flip rate functions become less noisy, and the
accuracy improves as the number of exit times increases. For instance, the reconstruction error in the $L^{2}$ norm decreases by $30 \%-50 \%$ when using $2 M=2,000,000$ exit times in total.

We develop first order and second order layer stripping methods for flip rate reconstruction, where the second order layer stripping algorithm is developed by replacing the first order simple Euler method and rectangle rule with a Predictor-Corrector method and trapezoid rule. In both of the algorithms, we do not find the value of $F(x)$ at $x=0$; so it leaves a "hole" in the $F(x)$, which is filled by interpolation. However, the second order finite difference method is second order accurate only when the boundary data is noiseless and corresponds to an actual flip rate function; otherwise, it is only first order accurate.

We are also able to reconstruct the flip rate function $F(x)$ from noisy (artificial and Monte-Carlo simulated) data even when $v$ is small, which is the important limit corresponding to a Brownian random walk. When we reconstruct the flip rate function $F(x)$ from simulated noisy data for small $v$, we usually have larger deviation near $x=0$, because the pdfs of the boundary data become less accurate when $v$ gets smaller. To reduce the noise in the pdfs, we can increase the number of exit times, which turns out to be time consuming. The difficulty in data generation and the noise in pdfs explains the difficulties in reconstructing flip rate function for small velocity.

A sequence of studies $[22,13]$ shows that the inverse problem associated with Brownian motion is ill-posed, and the related existence and uniqueness of the spatially dependent parameters are not well established. However, the reconstruction using Broadwell as the underlying model is well-posed and unique [44]. This motivates the use of regularization of the inverse problem by better-modeling of the underlying physics.

The layer stripping algorithm is more powerful than the projection method used in our previous paper [14], where we could reconstruct only fourth order polynomials robustly. However, the layer stripping algorithm can only reconstruct flip rate functions from boundary data generated by starting a Broadwell process from either endpoint
of the interval, while the projection method can reconstruct from data generated by starting a Broadwell process from any position within the interval.

### 5.7 Future Work

We see three main extensions to this work. The first is to reconstruct spatially dependent advection velocities $v(x)$ as well as transition rates $F(x)$. The second is to develop alternative algorithms for reconstruction. We showed in the last chapter that as the number of coefficients representing the flip rate function increases, our projection method becomes unstable due to the presence of flat minima in the objective functions (see equations (4.24) and (4.25) and Table 4.1. This instability could be alleviated by introducing a small regularization parameter in the objective functions (4.24), (4.25) or developing iterative algorithms based directly on (2.37) - (2.42) and (4.1)-(4.4). The third is to smooth the noisy simulation data by filtering so that we can retain the accuracy of the second order layer stripping method. We will also apply the layer stripping method to a Broadwell process of two advection velocities $v_{1}(x)$ and $-v_{2}(x)$, as well as extend our study to higher dimensional Broadwell processes.

## Chapter 6 <br> FIRST PASSAGE TIMES IN CLINICAL TRIALS

Clinical trials are an important part of the drug development process and must be performed before pharmaceutical companies can commercialize their new drugs. It takes about 7 years [52] for an oncology drug to complete a trial. This is a significant fraction of the 20 years of patent protection time in the US. Thus, it is very important for pharmaceutical companies to avoid clinical trial delays to guarantee profitability. In this chapter, we are interested in how to accurately estimate the mean recruiting time and efficiently plan drug inventory among multiple testing centers so that the mean recruiting time is minimized. The format of this chapter is as follows. In Section 6.1, we give a detailed description of the clinical trial recruitment process at multiple testing centers, and set up a stochastic model for the recruitment process. In Section 6.2, we derive analytic approximations for the optimal drug distribution and associated (minimal) mean recruiting time for the case of two testing centers. Then we postulate analytic formulas for the general $m$-site case. In Section 6.3, we show how to implement Laplace's method to approximate the mean recruiting time. In Section 6.4, we show how to generate the mean recruiting times from Monte Carlo simulations. In Section 6.5, we confirm the validity of the analytical solutions by checking against Monte-Carlo simulations. In Section 6.4, we present the conclusions and the future work.

### 6.1 Stochastic Model of A Clinical Drug Trial

Suppose a pharmaceutical company would like to recruit $h$ patients ( $h$ is called the patient horizon), and there are a total of $n$ doses of drugs in the central warehouse to be distributed to $m \geq 1$ testing centers so that each has $n_{i}$ drugs, $1 \leq i \leq m$, and
$n=\sum_{i=1}^{m} n_{i}$. The drugs must be given to patients who arrive at the testing sites. For each center $i$, assume that patients arrive independently with Poisson rate $\lambda_{i}>0$. See Figure 6.1. Assuming patients are instantly recruited into trials as soon as they arrive at a site, we wish to calculate the time for $h$ patients to be recruited.


Figure 6.1: Patient recruitment in a drug trial. $m$ sites are allocated $n_{1}, n_{2}, \ldots, n_{m}$ drug doses which must be tested. Patients arrive at each site at a rate $\lambda_{j}$, consume the drugs and are recruited into patient horizon is reached.

To gain some insight into the problem, assume that the pharmaceutical company is able to provide a large number of doses to each site so that $n_{i}=h$ for each $i$. In that case, none of the centers run out of drugs before the patient horizon is reached and the total patient arrival rate is always $\lambda=\sum_{i=1}^{m} \lambda_{i}$ throughout the duration of the trial. For each center, the inter-arrival time between events follows an exponential distribution $\exp (\lambda)$. The recruiting time, which is the sum of all the $h$ inter-arrival times, follows a Gamma distribution $\Gamma(h, 1 / \lambda)$. The mean time taken to recruit $h$ patients is therefore $h / \lambda$. However, the $n_{i}=h$ assumption is unreasonable. It is unwise to keep a large supply of drugs in testing centers, because it increases the cost of the trial dramatically. The problem of interest is when $h \leq n<\infty, n_{i} \leq n<\infty$. If one of the sites runs out of drugs and cannot recruit patients anymore, then the
overall recruitment rate is reduced, and makes the overall recruiting time longer than $h / \lambda$, which is the theoretical minimum. This scenario is called a stock-out and triggers our interest in exploring how to optimally dispense the drugs to the centers in order to minimize the recruiting time.

In this chapter, we focus on two problems when the total number of doses equals the number of patients needed $\left(n=h=\sum_{i=1}^{m} n_{i}\right)$ :

1. Given $\mathbf{n}=\left[n_{1}, n_{2}, \ldots, n_{m}\right]$, predict the mean recruiting time $t\left(n_{1}, n_{2}, \ldots, n_{m} ; h\right)$ taken to recruit $h=n$ patients.
2. Given the total number of doses $n$ and a patient horizon $h=n$, determine the optimal distribution of drugs $\mathbf{n}^{*}=\left[n_{1}^{*}, n_{2}^{*}, \ldots, n_{m}^{*}\right]$ that minimizes the mean recruiting time, and calculate what this time is. In other words, we want to find

$$
\mathbf{n}^{*} \text { such that } t^{*}=t\left(n_{1}^{*}, n_{2}^{*}, \ldots, n_{m}^{*} ; h\right)=\min _{\substack{n_{i} \leq n<\infty \\ n_{1}+n_{2}+\ldots+n_{m}=n}} t\left(n_{1}, n_{2}, \ldots, n_{m} ; h\right) \text {. }
$$

The clinical trial recruitment process can be described as a particle undergoing a random walk on a $m$-dimensional integer-valued lattice $\left[0, n_{1}\right] \times\left[0, n_{2}\right] \times \ldots\left[0, n_{m}\right]$, where the particle moves one step in positive direction of $i^{\text {th }}$ coordinate with probability $p_{i}$ if center $i$ recruits one patient, where $\sum_{i=1}^{m} p_{i}=1$, Once the walker moves $h$ steps in total, the travel time is recorded as the exit time. This exit time is actually the desired recruiting time. The mean recruiting time can be obtained by repeating the random walk a large number of times, and taking an average.

Let $\left(k_{1}, k_{2}, \ldots, k_{m}\right), 0 \leq k_{i} \leq n_{i}, i=1,2, \ldots, m$ be the number of patients recruited by each testing center by time $t$, and $P\left(k_{1}, k_{2}, \ldots, k_{m}, t\right) \mathrm{d} t$ be the probability that the particle is in state $\left(k_{1}, k_{2}, \ldots, k_{m}\right)$ in the time interval $(t, t+\mathrm{d} t)$. Then define $P\left(k_{1}, k_{2}, \ldots, k_{m}, t\right)=0$ whenever any one of the $k_{j}<0$. We have the master equations
describing the in-flux and out-flux of probability from state $\left(k_{1}, k_{2}, \ldots, k_{m}\right)$ :

$$
\begin{align*}
\dot{P}\left(k_{1}, k_{2}, \ldots, k_{m}, t\right)= & \lambda_{1} P\left(k_{1}-1, k_{2}, k_{3}, \ldots, k_{m}, t\right) \\
& +\lambda_{2} P\left(k_{1}, k_{2}-1, k_{3}, \ldots, k_{m}, t\right)+\ldots \\
& +\lambda_{m} P\left(k_{1}, k_{2}, k_{3}, \ldots, k_{m}-1, t\right) \\
& -P\left(k_{1}, k_{2}, k_{3}, \ldots, k_{m}, t\right) \sum_{j=1}^{m} \lambda_{j}\left(1-\delta_{k_{j}, n_{j}}\right), \tag{6.1}
\end{align*}
$$

with the absorbing boundary condition

$$
P\left(k_{1}, k_{2}, \ldots, k_{m}, t\right)=0, \quad \text { if } \sum_{j=1}^{m} k_{j}=h,
$$

where $\delta_{k_{j}, n_{j}}$ is the Kronecker delta function. Note that in equations (6.1), $k_{j}=n_{j}$ corresponds to a site stocking out of drugs and reduces the out-flux of probability from the state $\left(k_{1}, k_{2}, \ldots, k_{m}\right)$. The master equations (6.1) form a set of coupled linear ODEs. The mean exit time is given by

$$
\begin{equation*}
t\left(n_{1}, n_{2}, \ldots, n_{m} ; h\right)=\int_{0}^{\infty} \sum_{k_{m}=1}^{n_{m}} \ldots \sum_{k_{1}=1}^{n_{1}} P\left(k_{1}, \ldots, k_{m}, t\right) \mathrm{d} t \tag{6.2}
\end{equation*}
$$

For future reference, we define

$$
\begin{align*}
\Lambda & =\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right] \\
\lambda & =\sum_{i=1}^{m} \lambda_{i} \\
p_{i} & =\lambda_{i} / \lambda, \quad i=1,2, \ldots, m \tag{6.3}
\end{align*}
$$

### 6.2 Calculation of Mean Exit Time

### 6.2.1 The 2-site Case

We first perform the calculation for the $m=2$ case. We use this case to gain insight into the more general problem and to set up notation.


Figure 6.2: Interpretation of $\lambda t\left(n_{1}, n_{2} ; h\right)$ in equation (6.12) by summing terms in the regions $R_{1}, R_{2}$ and $R_{3}$.

Let $P(i, j, t) \mathrm{d} t$ be the probability that the particle is in state $(i, j)$ at time $(t, t+\mathrm{d} t)$. The master equations are

$$
\begin{array}{rlrl}
\dot{P}(i, j, t) & =\lambda_{1} P(i-1, j, t)+\lambda_{2} P(i, j-1, t)-\lambda P(i, j, t), & 0 \leq i<n_{1}, 0 & \leq j<n_{2} \\
\dot{P}\left(n_{1}, j, t\right) & =\lambda_{1} P\left(n_{1}-1, j, t\right)+\lambda_{2} P\left(n_{1}, j-1, t\right)-\lambda_{2} P\left(n_{1}, j, t\right), & 0 \leq j<n_{2} \\
\dot{P}\left(i, n_{2}, t\right) & =\lambda_{1} P\left(i-1, n_{2}, t\right)+\lambda_{2} P\left(i, n_{2}-1, t\right)-\lambda_{1} P\left(i, n_{2}, t\right), & 0 \leq i<n_{1}
\end{array}
$$

with the absorbing boundary condition

$$
P\left(n_{1}, n_{2}, t\right)=0
$$

We can solve these equations analytically following Algorithm 7 below. The exact

```
Algorithm 7 Solving master equations analytically
    1: Solve the differential equation for \(P(0,0, t)\) with initial condition \(P(0,0, t=0)=1\).
    for \(l=1: h-1\) do
        Solve differential equations for \(P(i, j, t)\), with initial conditions \(P(i, j, t=0)=0\),
        where \(i+j=l, i \leq n_{1}, j \leq n_{2}\).
    end for
```

solutions are

$$
\begin{align*}
P(i, j, t) & =\frac{\left(\lambda_{1} t\right)^{i}}{i!} \frac{\left(\lambda_{2} t\right)^{j}}{j!} e^{-\lambda t}, \quad 0 \leq i<n_{1}, 0 \leq j<n_{2},  \tag{6.4}\\
P\left(i, n_{2}, t\right) & =\sum_{j=n_{2}}^{\infty} \frac{\left(\lambda_{1} t\right)^{i}}{i!} \frac{\left(\lambda_{2} t\right)^{j}}{j!} e^{-\lambda t}, \quad 0 \leq i<n_{1},  \tag{6.5}\\
P\left(n_{1}, j, t\right) & =\sum_{i=n_{1}}^{\infty} \frac{\left(\lambda_{1} t\right)^{i}}{i!} \frac{\left(\lambda_{2} t\right)^{j}}{j!} e^{-\lambda t}, \quad 0 \leq j<n_{2} . \tag{6.6}
\end{align*}
$$



The number of drugs consumed


Figure 6.3: Interpretation of equations (6.4) - (6.6). (a) shows the number of drugs consumed. (b) extends the grids to infinity in $i$ and $j$ direction with ghost nodes, and shows the number of patients arrive.

Equation (6.4) is the probability of the particle in the interior of $R_{3}$, where the number of drug consumed equals the number of patients arrived, see Figure 6.3. It can be interpreted as the probability of $i$ patients arrive at center 1 and $j$ patients arrived at center 2. Equations (6.5) and (6.6) are the probabilities that the particle is on the boundary of $R_{3}$, where the number of drugs consumed is less than or equal to the number of patients that arrive. For example, when the particle is at point A in Figure $6.3(\mathrm{a})$, center 2 runs out of drugs, and only one drug is available at center 1. Then two patients arrive at center 2 afterwards with waiting time three seconds, and one second; but no drugs are available. Then after four seconds, one patient arrives at center 1, and takes the drug. The clinical trial completes. The time taken to recruit
the last patient is eight seconds. So the probabilities of the particle at point A is the sum of all probabilities that patients arrive at center 2 without drugs available. In other words, Equations (6.5) and (6.6) can be interpreted as follows: after site 1 stocks out, the stochastic evolution of the system is equivalent to the particle traversing ghost nodes $i \geq n_{1}$. Likewise, after site 2 stocks out, the stochastic evolution of the system is equivalent to the particle traversing ghost nodes $j \geq n_{2}$.

Define

$$
\begin{equation*}
\sigma_{i j}=\lambda \int_{0}^{\infty} P(i, j, t) \mathrm{d} t \tag{6.7}
\end{equation*}
$$

where $(i, j)$ lies in the bounded region $\Omega=\left\{(i, j): 0 \leq i \leq n_{1}, 0 \leq j \leq n_{2}\right\}$. Then, from equation (6.2),

$$
\begin{equation*}
\lambda t\left(n_{1}, n_{2} ; h\right)=\sum_{(i, j) \in \Omega} \sigma_{i j}=\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \sigma_{i j}+\sum_{i=0}^{n_{1}-1} \sigma_{i, n_{2}}+\sum_{j=0}^{n_{2}-1} \sigma_{n_{1}, j}+\sigma_{n_{1}, n_{2}}, \tag{6.8}
\end{equation*}
$$

where

$$
\begin{aligned}
\sigma_{i j} & =\frac{(i+j)!}{i!j!} p_{1}^{i} p_{2}^{j}, \quad 0 \leq i<n_{1}, 0 \leq j<n_{2} \\
\sigma_{i, n_{2}} & =\lambda \int_{0}^{\infty} P\left(i, n_{2}, t\right) \mathrm{d} t=\sum_{j=n_{2}}^{\infty} \frac{(i+j)!}{i!j!} p_{1}^{i} p_{2}^{j}, \\
\sigma_{n_{1}, j} & =\lambda \int_{0}^{\infty} P\left(n_{1}, j, t\right) \mathrm{d} t=\sum_{i=n_{1}}^{\infty} \frac{(i+j)!}{i!j!} p_{1}^{i} p_{2}^{j}, \\
\sigma_{n_{1}, n_{2}} & =0 .
\end{aligned}
$$

Equation (6.8) can also be written in the form

$$
\begin{equation*}
\lambda t\left(n_{1}, n_{2} ; h\right)=\sum_{(i, j) \in \Omega^{\prime}} \tilde{\sigma}_{i j}, \tag{6.9}
\end{equation*}
$$

where $\Omega^{\prime}$ and the regions $R_{1}, R_{2}$ and $R_{3}$ (see Figure. 6.2) are defined by

$$
\begin{aligned}
& \Omega^{\prime}=\left(R_{1} \cup R_{2}\right) \backslash R_{3}, \\
& R_{1}=\left\{(i, j): 0 \leq i<\infty, 0 \leq j \leq n_{2}\right\}, \\
& R_{2}=\left\{(i, j): 0 \leq i \leq n_{1}, 0 \leq j<\infty\right\}, \\
& R_{3}=\left\{(i, j): 0 \leq i \leq n_{1}, 0 \leq j \leq n_{2}\right\},
\end{aligned}
$$

and

$$
\begin{equation*}
\tilde{\sigma}_{i j}=\frac{(i+j)!}{i!j!} p_{1}^{i} p_{2}^{j}, \quad \text { for all }(i, j) \in \Omega^{\prime} \tag{6.10}
\end{equation*}
$$

Then the boundary terms $\sigma_{n_{1}, j}$ and $\sigma_{i, n_{2}}$ are actually

$$
\begin{equation*}
\sigma_{n_{1}, j}=\sum_{i=n_{1}}^{\infty} \tilde{\sigma}_{i, j}, \quad \sigma_{i, n_{2}}=\sum_{j=n_{2}}^{\infty} \tilde{\sigma}_{i, j} . \tag{6.11}
\end{equation*}
$$

In many cases, $\sigma_{n_{1}, j}$ and $\sigma_{i, n_{2}}$ in equation (6.8) are given more weight than interior nodes. This is in line with intuition because hopping rates are reduced on boundary nodes, increasing the dwell time of the particle on the node and the associated probability.

When finding the optimal distribution of drugs $\mathbf{n}^{*}=\left[n_{1}^{*}, n_{2}^{*}\right]$, where the "optimal" means the minimum recruiting time over all combinations of $n_{1}, n_{2}$ such that $n_{1}+n_{2}=n$, i.e. $t^{*}=\min _{n_{1}+n_{2}=n} t\left(n_{1}, n_{2} ; h\right)$, the sum (6.8) must be computed many times and this can be quite laborious. Here we seek to approximate the sum with simple elementary functions so that the optimization problem becomes easier.

Let us assume that $n_{1}<n_{2}<h=n_{1}+n_{2}$. Equation (6.9) involving the mean exit time becomes

$$
\begin{align*}
\lambda t\left(n_{1}, n_{2} ; h\right) & =\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \tilde{\sigma}_{i j}+\sum_{i=0}^{n_{1}-1}\left(\sum_{j=0}^{\infty}-\sum_{0}^{n_{2}-1}\right) \tilde{\sigma}_{i, j},+\sum_{j=0}^{n_{2}-1}\left(\sum_{i=0}^{\infty}-\sum_{i=0}^{n_{1}-1}\right) \tilde{\sigma}_{i, j}, \\
& =\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{\infty} \tilde{\sigma}_{i j}+\sum_{j=0}^{n_{2}-1} \sum_{i=0}^{\infty} \tilde{\sigma}_{i j}-\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \tilde{\sigma}_{i j}, \\
& =\sum_{R_{2}} \widetilde{\sigma}_{i, j}+\sum_{R_{1}} \widetilde{\sigma}_{i, j}-\sum_{R_{3}} \tilde{\sigma}_{i, j} . \tag{6.12}
\end{align*}
$$

Now consider each of the sums in (6.12) separately:

$$
\begin{aligned}
I_{1} & \equiv \sum_{R_{2}} \widetilde{\sigma}_{i, j}=\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{\infty} \widetilde{\sigma}_{i, j}, \\
& =\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{\infty}\binom{i+j}{i, j} p_{1}^{i} p_{2}^{j}, \\
& =\sum_{i=0}^{n_{1}-1} p_{1}^{i} \sum_{j=0}^{\infty}\binom{i+j}{i, j} p_{2}^{j}, \\
& =\sum_{i=0}^{n_{1}-1} p_{1}^{i}\left(1-p_{2}\right)^{-(i+1)}, \\
& =\frac{n_{1}}{p_{1}},
\end{aligned}
$$

where we used the fact that

$$
\begin{align*}
(1-x)^{-(m+1)} & =\sum_{r=0}^{\infty}\binom{m+r}{m, r} x^{r}, \quad 0<|x|<1,  \tag{6.13}\\
p_{1}+p_{2} & =1
\end{align*}
$$

A similar calculation yields $I_{2} \equiv \sum_{R_{1}} \widetilde{\sigma}_{i, j}=\frac{n_{2}}{p_{2}}$. The final sum is

$$
\begin{equation*}
I_{1,2} \equiv \sum_{R_{3}} \widetilde{\sigma}_{i, j}=\sum_{j=0}^{n_{2}-1} \sum_{i=0}^{n_{1}-1}\binom{i+j}{i, j} p_{1}^{i} p_{2}^{j} . \tag{6.14}
\end{equation*}
$$

In Section 6.3, we demonstrate how to approximate $I_{1,2}$ using elementary functions through Laplace's method. We will show in Section 6.3, Lemma 3, that for $0<$ $p_{1}, p_{2}<1, p_{1}+p_{2}=1$, when $h$ is large,
(1) $I_{1,2} \sim \frac{n_{1}}{p_{1}}$, as $n_{2} \rightarrow \infty$ for $n_{1}$ fixed, and $n=n_{1}+n_{2} \rightarrow \infty$.
(2) $I_{1,2} \sim \frac{n_{2}}{p_{2}}$, as $n_{1} \rightarrow \infty$ for $n_{2}$ fixed, and $n=n_{1}+n_{2} \rightarrow \infty$.

Overall, when $h$ is large and $n_{2} \gg n_{1}$ or $n_{1} \gg n_{2}$, we have

$$
\begin{equation*}
I_{1,2}=\sum_{j=0}^{n_{2}-1} \sum_{i=0}^{n_{1}-1}\binom{i+j}{i, j} p_{1}^{i} p_{2}^{j} \sim \min \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}\right] . \tag{6.15}
\end{equation*}
$$

Putting all the pieces together,

$$
\begin{equation*}
\lambda t\left(n_{1}, n_{2} ; h\right) \sim I_{1}+I_{2}-I_{1,2}=\frac{n_{1}}{p_{1}}+\frac{n_{2}}{p_{2}}-\min \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}\right]=\max \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}\right] . \tag{6.16}
\end{equation*}
$$

Equation (6.16) is our main result for the two-site case. The result essentially says that the mean recruiting time is determined by the site that has the longest expected recruiting time. Furthermore, the mean recruiting time cannot fall below $h / \lambda$, which is the lower bound for the mean recruiting time (see Figure 6.4), because

$$
\begin{aligned}
t\left(n_{1}, n_{2} ; h\right)-\frac{h}{\lambda} & =\frac{1}{\lambda} \max \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}\right]-\frac{n_{1}+n_{2}}{\lambda}, \\
& = \begin{cases}\frac{1}{\lambda}\left[\frac{n_{1}}{p_{1}}-\left(n_{1}+n_{2}\right)\right]=\frac{n_{1} p_{2}-p_{1} n_{2}}{\lambda p_{1}}, & \text { if } \frac{n_{1}}{p_{1}} \geq \frac{n_{2}}{p_{2}}, \\
\frac{1}{\lambda}\left[\frac{n_{2}}{p_{2}}-\left(n_{1}+n_{2}\right)\right]=\frac{n_{2} p_{1}-p_{2} n_{1}}{\lambda p_{2}}, & \text { if } \frac{n_{1}}{p_{1}}<\frac{n_{2}}{p_{2}},\end{cases} \\
& \geq 0 .
\end{aligned}
$$

The minimum time $h / \lambda$ is obtained when taking $n_{1}^{*}=p_{1} n, n_{2}^{*}=p_{2} n$, i.e. dividing up the total number of drugs according to the arrival probability. And we define $\mathbf{n}^{*}=\left[n_{1}^{*}, n_{2}^{*}\right]$ be the predicted optimal drug inventory, such that the mean recruiting time is the minimum.

### 6.2.2 The 3 -site Case

Before we postulate our analytical method to a general $m$-site case, we will illustrate how to implement our analytical solution to a three-site problem.

Consider the case where $h=n_{1}+n_{2}+n_{3}$. From equation (6.2), we have

$$
\begin{equation*}
\lambda t\left(n_{1}, n_{2}, n_{3} ; h=n_{1}+n_{2}+n_{3}\right)=\sum_{i=0}^{n_{1}} \sum_{j=0}^{n_{2}} \sum_{k=0}^{n_{3}} \sigma_{i j k}, \tag{6.17}
\end{equation*}
$$

where

$$
\begin{array}{rlrl}
\sigma_{i j k}=\tilde{\sigma}_{i j k} & =\frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k}, & \text { if }(i, j, k) \in\left[0, n_{1}-1\right] \times\left[0, n_{2}-1\right] \times\left[0, n_{3}-1\right], \\
\sigma_{n_{1}, j, k}= & \sum_{i=n_{1}}^{\infty} \tilde{\sigma}_{i j k}, & \sigma_{i, n_{2}, k}=\sum_{j=n_{2}}^{\infty} \tilde{\sigma}_{i j k}, & \sigma_{i, j, n_{3}}=\sum_{k=n_{3}}^{\infty} \tilde{\sigma}_{i j k}, \\
\sigma_{n_{1}, n_{2}, k}= & \sum_{i=n_{1}}^{\infty} \sum_{j=n_{2}}^{\infty} \tilde{\sigma}_{i j k}, & \sigma_{n_{1}, j, n_{3}}=\sum_{i=n_{1}}^{\infty} \sum_{k=n_{3}}^{\infty} \tilde{\sigma}_{i j k}, & \sigma_{i, n_{2}, n_{3}}=\sum_{j=n_{2}}^{\infty} \sum_{k=n_{3}}^{\infty} \tilde{\sigma}_{i j k},
\end{array}
$$



Figure 6.4: Comparison of simulated and analytical mean recruiting time. The total number of drugs $n=1200$, the number of patients $h=n, \Lambda=[2,4]$, the number of exit times used to generate the mean recruiting time is $K=10^{3}$. (a, b) both show simulated and analytical mean recruiting time (equation (6.16)), but (b) zooms in (a), and shows the simulated and analytical mean recruiting time in the neighborhood of the predicted optimal drug inventory $\mathbf{n}^{*}=\left[n_{1}^{*}, n_{2}^{*}\right]$.
are the three dimensional analogues to equations (6.10) and (6.11). We break equation (6.17) up as follows:

$$
\begin{align*}
\lambda t\left(n_{1}, n_{2}, n_{3} ; h\right)= & \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \sigma_{i j k} \\
& +\underbrace{\sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \sigma_{n_{1}, j k}+\sum_{i=0}^{n_{1}-1} \sum_{k=0}^{n_{3}-1} \sigma_{i, n_{2}, k}+\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \sigma_{i, j, n_{3}}}_{\text {symmetric terms I }} \\
& +\underbrace{\sum_{k=0}^{n_{3}-1} \sigma_{n_{1}, n_{2}, k}+\sum_{j=0}^{n_{2}-1} \sigma_{n_{1}, j, n_{3}}+\sum_{i=0}^{n_{1}-1} \sigma_{i, n_{2}, n_{3}}}_{\text {symmetric terms II }} \\
& +\underbrace{\sigma_{n_{1}, n_{2}, n_{3}}}_{=0} .
\end{align*}
$$

Each of the three terms in "symmetric terms I" and "symmetric terms II" have identical mathematical structure but with indices permuted. We now calculate each of the terms in (6.18) through the following lemma.

Lemma 1. Let $0<p_{1}, p_{2}, p_{3}<1$ be fixed probabilities so that $p_{1}+p_{2}+p_{3}=1$, $n=n_{1}+n_{2}+n_{3}$, define

$$
I_{1,2,3} \equiv \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k} .
$$

Then we can have the asymptotic relations

1. $I_{1,2,3} \sim \frac{n_{1}}{p_{1}}$, as $n_{2}, n_{3} \rightarrow \infty$ for $n_{1}$ fixed, and $n \rightarrow \infty$.
2. $I_{1,2,3} \sim \frac{n_{2}}{p_{2}}$, as $n_{1}, n_{3} \rightarrow \infty$ for $n_{2}$ fixed, and $n \rightarrow \infty$.
3. $I_{1,2,3} \sim \frac{n_{3}}{p_{3}}$, as $n_{1}, n_{2} \rightarrow \infty$ for $n_{3}$ fixed, and $n \rightarrow \infty$.

As a shorthand, we write

$$
I_{1,2,3} \sim \min \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}, \frac{n_{3}}{p_{3}}\right] .
$$

when $h$ is large and for $l$ such that $n_{l} \ll n_{i}, i \neq l$.
Proof. We show the proof by considering three cases: $1 \ll n_{1} \ll n_{2}, n_{3}, 1 \ll n_{2} \ll$ $n_{1}, n_{3}$, and $1 \ll n_{3} \ll n_{1}, n_{2}$.

1. If $1 \ll n_{1} \ll n_{2}, n_{3}$,

$$
\begin{align*}
& \lim _{\substack{n_{2} \rightarrow \infty \\
n_{3} \rightarrow \infty}} \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k} \\
= & \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{\infty} \frac{(i+j)!}{i!j!} p_{1}^{i} p_{2}^{j} \sum_{k=0}^{\infty} \frac{(i+j+k)!}{(i+j)!k!} p_{3}^{k},  \tag{6.19}\\
= & \sum_{i=0}^{n_{1}-1} p_{1}^{i}\left(1-p_{3}\right)^{-(i+1)} \sum_{j=0}^{\infty} \frac{(i+j)!}{i!j!} p_{2}^{j}\left(1-p_{3}\right)^{-j},  \tag{6.20}\\
= & \sum_{i=0}^{n_{1}-1} p_{1}^{i}\left(p_{1}+p_{2}\right)^{-(i+1)}\left(1-\frac{p_{2}}{p_{1}+p_{2}}\right)^{-(i+1)}, \\
= & \sum_{i=0}^{n_{1}-1} p_{1}^{i}\left(p_{1}+p_{2}\right)^{-(i+1)}\left(\frac{p_{1}}{p_{1}+p_{2}}\right)^{-(i+1)}, \\
= & \frac{n_{1}}{p_{1}}
\end{align*}
$$

where we used equation (6.13) to simplify equations (6.19) - (6.20).
2. When $1 \ll n_{2} \ll n_{1}, n_{3}$, and $n_{3} \ll n_{1}, n_{2}$, using equation (6.13), we can have

$$
\lim _{\substack{n_{1} \rightarrow \infty \\ n_{3} \rightarrow \infty}} \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k}=\frac{n_{2}}{p_{2}} .
$$

3. When $1 \ll n_{3} \ll n_{1}, n_{2}$, using equation (6.13), we can have

$$
\lim _{\substack{n_{1} \rightarrow \infty \\ n_{2} \rightarrow \infty}} \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k}=\frac{n_{3}}{p_{3}} .
$$

Finally, combining the above results, we have

$$
\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k} \sim \min \left[\frac{n_{1}}{p_{2}}, \frac{n_{2}}{p_{2}}, \frac{n_{3}}{p_{3}}\right] .
$$

Lemma 2. Let $0<p_{1}, p_{2}, p_{3}<1$ be fixed probabilities so that $p_{1}+p_{2}+p_{3}=1$, $n=n_{1}+n_{2}+n_{3}$, define

$$
\begin{aligned}
I_{3} \equiv \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k}, & I_{2} \equiv \sum_{i=0}^{\infty} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{\infty} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k}, \\
I_{1} \equiv \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{\infty} \sum_{k=0}^{\infty} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k}, & I_{23} \equiv \sum_{i=0}^{\infty} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k}, \\
I_{13} \equiv \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{\infty} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k}, & I_{12} \equiv \sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{\infty} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k} .
\end{aligned}
$$

Then we can have the following results:

1. $I_{3} \sim \frac{n_{3}}{p_{3}}, \quad I_{2} \sim \frac{n_{2}}{p_{2}}, \quad I_{1} \sim \frac{n_{1}}{p_{1}}$.
2. $I_{2,3} \sim \min \left[\frac{n_{2}}{p_{2}}, \frac{n_{3}}{p_{3}}\right], \quad I_{1,3} \sim \min \left[\frac{n_{1}}{p_{1}}, \frac{n_{3}}{p_{3}}\right], \quad I_{1,2} \sim \min \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}\right]$.

Proof. We only show the proof for $I_{3}$ and $I_{2,3}$, other results can be proved similarly. First of all, we used equation (6.13) twice to simplify $I_{3}$ :

$$
\begin{aligned}
I_{3} & \equiv \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k} \\
& =\sum_{k=0}^{n_{3}-1} \sum_{i=0}^{\infty} \frac{(i+k)!}{i!k!} p_{1}^{i} p_{3}^{k} \sum_{j=0}^{\infty} \frac{(i+j+k)!}{(i+k)!j!} p_{2}^{j} \\
& =\sum_{k=0}^{n_{3}-1} p_{3}^{k}\left(1-p_{2}\right)^{-(k+1)} \sum_{i=0}^{\infty} \frac{(i+k)!}{i!k!} p_{1}^{i}\left(1-p_{2}\right)^{-i} \\
& =\sum_{k=0}^{n_{3}-1} p_{3}^{k}\left(p_{1}+p_{3}\right)^{-(k+1)}\left(1-\frac{p_{1}}{p_{1}+p_{3}}\right)^{-(k+1)} \\
& =\sum_{k=0}^{n_{3}-1} p_{3}^{k}\left(p_{1}+p_{3}\right)^{-(k+1)}\left(\frac{p_{3}}{p_{1}+p_{3}}\right)^{-(k+1)} \\
& =\frac{n_{3}}{p_{3}} .
\end{aligned}
$$

$$
\begin{align*}
I_{2,3} & \equiv \sum_{i=0}^{\infty} \sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k} \\
& =\sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} p_{2}^{j} p_{3}^{k} \sum_{i=0}^{\infty} \frac{(i+j+k)!}{i!j!k!} p_{1}^{i}, \\
& =\sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \frac{(j+k)!}{j!k!} \frac{p_{2}^{j} p_{3}^{k}}{\left(p_{2}+p_{3}\right)^{-(j+k+1)}},  \tag{6.21}\\
& \sim \frac{1}{p_{2}+p_{3}} \min \left[\frac{n_{2}}{p_{2} /\left(p_{2}+p_{3}\right)}, \frac{n_{3}}{p_{3} /\left(p_{2}+p_{3}\right)}\right] \\
& \sim \min \left[\frac{n_{2}}{p_{2}}, \frac{n_{3}}{p_{3}}\right] .
\end{align*}
$$

where we utilize (6.15) to simplify (6.21). We can obtain $I_{1}, I_{2}, I_{1,2}, I_{1,3}$ similarly.

Then the first term in "symmetric terms I" and "symmetric terms II" can be rewritten as

$$
\sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \sigma_{n_{1}, j k}=\sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1} \sum_{i=n_{1}}^{\infty} \tilde{\sigma}_{i j k}=\sum_{j=0}^{n_{2}-1} \sum_{k=0}^{n_{3}-1}\left(\sum_{i=0}^{\infty}-\sum_{i=0}^{n_{1}-1}\right) \tilde{\sigma}_{i j k}=I_{2,3}-I_{1,2,3} .
$$

$$
\begin{aligned}
\sum_{k=0}^{n_{3}-1} \sigma_{n_{1}, n_{2}, k}= & \sum_{k=0}^{n_{3}-1} \sum_{i=n_{1}}^{\infty} \sum_{j=n_{2}}^{\infty} \tilde{\sigma}_{i j k}, \\
= & \sum_{k=0}^{n_{3}-1}\left(\sum_{i=0}^{\infty} \sum_{j=0}^{\infty}-\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1}-\sum_{i=n_{1}}^{\infty} \sum_{j=0}^{n_{2}-1}-\sum_{i=0}^{n_{1}-1} \sum_{j=n_{2}}^{\infty}\right) \tilde{\sigma}_{i j k} \\
= & \sum_{k=0}^{n_{3}-1}\left[\sum_{i=0}^{\infty} \sum_{j=0}^{\infty}-\sum_{i=0}^{n_{1}-1} \sum_{j=0}^{n_{2}-1}-\sum_{j=0}^{n_{2}-1}\left(\sum_{i=0}^{\infty}-\sum_{i=0}^{n_{1}-1}\right)\right. \\
& \left.-\sum_{i=0}^{n_{1}-1}\left(\sum_{j=0}^{\infty}-\sum_{j=0}^{n_{2}-1}\right)\right] \frac{(i+j+k)!}{i!j!k!} p_{1}^{i} p_{2}^{j} p_{3}^{k} \\
= & I_{3}-I_{1,2,3}-\left(I_{2,3}-I_{1,2,3}\right)-\left(I_{1,3}-I_{1,2,3}\right) \\
= & I_{3}-I_{1,3}-I_{2,3}+I_{1,2,3} .
\end{aligned}
$$

We can obtain the other terms in "symmetric terms I" and "symmetric terms II" in a similar way. Then

$$
\begin{aligned}
& \lambda t\left(n_{1}, n_{2}, n_{3}\right) \\
= & I_{1,2,3}+\underbrace{\left(I_{2,3}-I_{1,2,3}\right)+\left(I_{1,3}-I_{1,2,3}\right)+\left(I_{1,2}-I_{1,2,3}\right)}_{\text {symmetric terms I }} \\
& +\underbrace{\left(I_{3}-I_{1,3}-I_{2,3}+I_{1,2,3}\right)+\left(I_{2}-I_{1,2}-I_{2,3}+I_{1,2,3}\right)+\left(I_{1}-I_{12}-I_{1,3}+I_{1,2,3}\right)}_{\text {symmetric terms II }} \\
= & \left(I_{1}+I_{2}+I_{3}\right)-\left(I_{1,2}+I_{1,3}+I_{2,3}\right)+I_{1,2,3}, \\
= & \frac{n_{1}}{p_{1}}+\frac{n_{2}}{p_{2}}+\frac{n_{3}}{p_{3}}-\left(\min \left[\frac{n_{1}}{p_{1}}, \frac{n_{3}}{p_{3}}\right]+\min \left[\frac{n_{2}}{p_{2}}, \frac{n_{3}}{p_{3}}\right]+\min \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}\right]\right) \\
& +\min \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}, \frac{n_{3}}{p_{3}}\right] \\
= & \max \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}, \frac{n_{3}}{p_{3}}\right] .
\end{aligned}
$$

$$
\begin{equation*}
\Rightarrow t\left(n_{1}, n_{2}, n_{3}\right)=\frac{1}{\lambda} \max \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}, \frac{n_{3}}{p_{3}}\right] . \tag{6.22}
\end{equation*}
$$

### 6.2.3 The $m$-site Case

For general $m$-site case, we solve the master equation (6.1) for the probability flux $P\left(k_{1}, k_{2}, \ldots, k_{m}, t\right)$, and calculate the mean exit time through (6.2), which involves $m$ sums and is much more complicated than 2 -site case. From the results of 2 -site case
(see equation (6.16)) and 3 -site case (see equation (6.22)), we postulate our results to general $m$-site case. For $m$-site problem with $h=n=\sum_{i=1}^{m} n_{i}, 0<p_{i}<1, i=$ $1,2, \ldots, m$, and $\sum_{i=1}^{m} p_{i}=1$, the mean recruiting time can be approximated as

$$
\begin{equation*}
\lambda t\left(n_{1}, n_{2}, \ldots, n_{m} ; h=\sum_{i=1}^{m} n_{i}\right) \sim \max _{1 \leq i \leq m}\left[\frac{n_{i}}{p_{i}}\right] \tag{6.23}
\end{equation*}
$$

$$
\begin{equation*}
t\left(n_{1}, n_{2}, \ldots, n_{m} ; h=\sum_{i=1}^{m} n_{i}\right) \sim \max _{1 \leq i \leq m}\left[\frac{n_{i}}{\lambda_{i}}\right] \tag{6.24}
\end{equation*}
$$

We now provide an alternative interpretation of (6.24). At site $i$, the time between recruiting the $(q-1)^{\text {st }}$ and $q^{\text {th }}$ patient follows an exponential distribution: $X_{i}^{(q)} \sim \exp \left(\lambda_{i}\right)$. The time taken for the $i$ th site to recruit $n_{i}$ patients therefore satisfies an Erlang distribution, a special case of the Gamma distribution:

$$
T_{i} \equiv \sum_{q=1}^{n_{i}} X_{i}^{(q)} \sim \operatorname{Erlang}\left(n_{i}, \lambda_{i}\right)
$$

The mean of the Erlang distribution is $E\left[T_{i}\right]=n_{i} / \lambda_{i}$. The time taken to recruit $n=\sum_{i=1}^{m} n_{i}$ patients is identical to the time taken for the slowest site to recruit all its patients, i.e.

$$
\begin{equation*}
T\left(n_{1}, \ldots, n_{m}\right)=\max \left(T_{1}, T_{2}, \ldots, T_{m}\right) \tag{6.25}
\end{equation*}
$$

and the mean recruitment time is

$$
\begin{equation*}
t=E\left[T\left(n_{1}, \ldots, n_{m}\right)\right]=E\left[\max \left(T_{1}, T_{2}, \ldots, T_{m}\right)\right] \tag{6.26}
\end{equation*}
$$

The order statistics of Erlang random variables has been studied in [99] but the calculations require counting individual trajectories of a random walk which can become extremely laborious in high dimensions. Equation (6.24) essentially interchanges max and expectation operation, replacing equation (6.26) with

$$
\begin{align*}
t & \approx \max \left(E\left[T_{1}\right], E\left[T_{2}\right], \ldots, E\left[T_{m}\right]\right) \\
& =\max \left[\frac{n_{1}}{\lambda_{1}}, \frac{n_{2}}{\lambda_{2}}, \ldots, \frac{n_{m}}{\lambda_{m}}\right] \tag{6.27}
\end{align*}
$$

The approximation becomes more accurate whenever $n_{j} \gg n_{1}, n_{2}, \ldots, n_{j-1}, n_{j+1}, \ldots, n_{m}$. Equation (6.27) approximates the minimizer of (6.26) as

$$
\begin{equation*}
\mathbf{n}^{*}=\left[p_{1} n, p_{2} n, \ldots, p_{m} n\right] . \tag{6.28}
\end{equation*}
$$

By comparing against Monte-Carlo simulations, we find that the approximation (6.27) typically gives the optimal distribution (minimizer of (6.26)) to within a few percent of $n$.

### 6.3 Approximation Using Laplace's Method

Our aim is to approximate the sum $I_{1,2}=\sum_{j=0}^{n_{2}-1} \sum_{i=0}^{n_{1}-1}\binom{i+j}{i, j} p_{1}^{i} p_{2}^{j}$. We show how to calculate $I\left(n_{1}, n_{2} ; p_{1}, p_{2}\right)$ in this section. Using the first term in its Euler-Maclaurin series, taking $\Delta X=\Delta Y=1, X=i \Delta X, Y=j \Delta Y$, we have

$$
\begin{aligned}
I_{1,2} & =\Delta X \Delta Y \sum_{j=0}^{n_{2}-1} \sum_{i=0}^{n_{1}-1}\binom{i+j}{i, j} p_{1}^{i} p_{2}^{j} \\
& \approx \int_{0}^{n_{1}} \int_{0}^{n_{2}} \mathrm{~d} X \mathrm{~d} Y \frac{\Gamma(X+Y+1)}{\Gamma(X+1) \Gamma(Y+1)} \exp \left[X \ln p_{1}+Y \ln p_{2}\right] \\
& \equiv \widetilde{I}
\end{aligned}
$$

Let $N_{i}=n_{i} / n, i=1,2, N_{1}+N_{2}=1, X=n r N_{1} \cos \theta, Y=n r N_{2} \sin \theta$, we have

$$
\begin{equation*}
\widetilde{I}=n^{2} N_{1} N_{2} \int_{0}^{\pi / 2} \int_{0}^{f(\theta)} e^{G(R, \theta)} r \mathrm{~d} r \mathrm{~d} \theta \tag{6.29}
\end{equation*}
$$

where $R=n r$,

$$
\begin{align*}
G(R, \theta)= & R\left(N_{1} \cos \theta \ln p_{1}+N_{2} \sin \theta \ln p_{2}\right) \\
& +\ln \frac{\Gamma\left(1+R\left(N_{1} \cos \theta+N_{2} \sin \theta\right)\right)}{\Gamma\left(1+R N_{1} \cos \theta\right) \Gamma\left(1+R N_{2} \sin \theta\right)} \tag{6.30}
\end{align*}
$$

Typically in drug trials, $n$ is large (typically many hundreds of patients need to be recruited), which motivates the use of Laplace's method. We prove

Lemma 3. Let $0<p_{1}, p_{2}<1$ be fixed probabilities so that $p_{1}+p_{2}=1$. Then with $\widetilde{I}$ defined in (6.29), we have the asymptotic relations

1. $I_{1,2} \sim \frac{n_{1}}{p_{1}}$, as $n_{2} \rightarrow \infty$ for $n_{1}$ fixed, and $n=n_{1}+n_{2} \rightarrow \infty$.
2. $I_{1,2} \sim \frac{n_{2}}{p_{2}}$, as $n_{1} \rightarrow \infty$ for $n_{2}$ fixed, and $n=n_{1}+n_{2} \rightarrow \infty$.

As a shorthand, we write

$$
I_{1,2} \sim \min \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}\right] .
$$

when $h$ is large and $n_{2} \gg n_{1}$ or $n_{1} \gg n_{2}$.
Proof. First assume that the point near $r=0$ does not give the dominant contribution to $I$; we will show this later. So assume $r>0$ and $R$ is large and positive. Because $h \gg 1$, we can expand (6.30) through the Stirling series $\ln \Gamma(1+z) \sim z \ln z-z+$ $\frac{1}{2} \ln z+\frac{1}{2} \ln 2 \pi+O\left(\frac{1}{z}\right)$, when $z \gg 1$ so that

$$
G(R, \theta) \sim\left\{\begin{array}{cl}
R G_{0}(\theta)+\ln \left[\frac{N_{1} \cos \theta+N_{2} \sin \theta}{N_{1} N_{2} \cos \theta \sin \theta} \frac{1}{R}\right]^{1 / 2}-\frac{1}{2} \ln 2 \pi+O\left(|R|^{-1}\right), & 0<\theta<\frac{\pi}{2} \\
R N_{1} \ln p_{1}, & \theta=0 \\
R N_{2} \ln p_{2}, & \theta=\pi / 2
\end{array}\right.
$$

where

$$
\begin{aligned}
G_{0}(\theta)= & N_{1} \cos \theta \ln p_{1}+N_{2} \sin \theta \ln p_{2}+\left(N_{1} \cos \theta+N_{2} \sin \theta\right) \ln \left(N_{1} \cos \theta+N_{2} \sin \theta\right) \\
& -N_{1} \cos \theta \ln \left(N_{1} \cos \theta\right)-N_{2} \sin \theta \ln \left(N_{2} \sin \theta\right) .
\end{aligned}
$$

Most of the mass of the integrand lies along a ray $\theta=\bar{\theta}$ such that $G_{0}^{\prime}(\bar{\theta})=0$ :

$$
\begin{aligned}
G_{0}^{\prime}(\bar{\theta})= & \cos \bar{\theta} \ln p_{2}-\rho \sin \bar{\theta} \ln p_{1}+(\cos \bar{\theta}-\rho \sin \bar{\theta}) \ln \left(\cos \bar{\theta}+\frac{\sin \bar{\theta}}{\rho}\right) \\
& -\cos \bar{\theta} \ln \left(\frac{\sin \bar{\theta}}{\rho}\right)+\rho \sin \bar{\theta} \ln \cos \bar{\theta}=0,
\end{aligned}
$$

and

$$
\begin{aligned}
G_{0}(\theta) & \approx \frac{G_{0}^{\prime \prime}(\bar{\theta})}{2}(\theta-\bar{\theta})^{2}+O(\theta-\bar{\theta})^{2} \\
G_{0}^{\prime \prime}(\bar{\theta}) & =-G_{0}(\bar{\theta})-\left(\frac{N_{2} \cos ^{2} \bar{\theta}}{\sin \bar{\theta}}+\frac{N_{1} \sin ^{2} \bar{\theta}}{\cos \bar{\theta}}\right)+\frac{\left(N_{2} \cos \bar{\theta}-N_{1} \sin \bar{\theta}\right)^{2}}{N_{1} \cos \bar{\theta}+N_{2} \sin \bar{\theta}} \\
& =-\frac{N_{1} N_{2} \csc \bar{\theta} \sec \bar{\theta}}{N_{1} \cos \bar{\theta}+N_{2} \sin \bar{\theta}}<0
\end{aligned}
$$

Therefore

$$
I_{1,2} \sim \frac{h^{2} N_{1} N_{1}}{\sqrt{2 \pi h}} \int_{0}^{\pi / 2} \int_{0}^{f(\theta)} \sqrt{r} e^{r h G_{0}(\theta)}\left(\frac{N_{1} \cos \theta+N_{2} \sin \theta}{N_{1} N_{2} \cos \theta \sin \theta}\right)^{1 / 2} \mathrm{~d} r \mathrm{~d} \theta
$$

where

$$
f(\theta)=\left\{\begin{array}{lc}
(\sin \theta)^{-1}, & \pi / 4 \leq \theta<\pi / 2 \\
(\cos \theta)^{-1}, & 0<\theta \leq \pi / 4
\end{array}\right.
$$

Therefore

$$
\begin{aligned}
I_{1,2} & \sim N_{1} N_{2} h^{2} \times \frac{1}{\sqrt{2 \pi h}}\left(\frac{N_{1} \cos \bar{\theta}+N_{2} \sin \bar{\theta}}{N_{1} N_{2} \cos \bar{\theta} \sin \bar{\theta}}\right)^{1 / 2} \int_{0}^{f(\bar{\theta})} \mathrm{d} r \sqrt{r} \int_{-\infty}^{\infty} \mathrm{d} \theta e^{\frac{h r G_{0}^{\prime \prime( }(\bar{\theta})(\theta-\bar{\theta})^{2}}{2 \delta}}, \\
& =N_{1} N_{2} h \times \frac{f(\bar{\theta})}{\sqrt{\left|G_{0}^{\prime \prime}(\bar{\theta})\right|}}\left(\frac{N_{1} \cos \bar{\theta}+N_{2} \sin \bar{\theta}}{N_{1} N_{2} \cos \bar{\theta} \sin \bar{\theta}}\right)^{1 / 2}, \\
& =f(\bar{\theta})\left(n_{1} \cos \bar{\theta}+n_{2} \sin \bar{\theta}\right), \\
& = \begin{cases}n_{1}+n_{2} \tan \bar{\theta}, & 0<\bar{\theta} \leq \pi / 4 \\
n_{1} \cot \bar{\theta}+n_{2}, & \pi / 4 \leq \bar{\theta}<\pi / 2\end{cases}
\end{aligned}
$$

where $\bar{\theta}=\bar{\theta}(q)$ satisfies

$$
\begin{align*}
& \cos \bar{\theta} \ln p_{2}-q \sin \bar{\theta} \ln p_{1}+(\cos \bar{\theta}-q \sin \bar{\theta}) \ln \left(\cos \bar{\theta}+\frac{\sin \bar{\theta}}{q}\right) \\
& -\cos \bar{\theta} \ln \left(\frac{\sin \bar{\theta}}{q}\right)+q \sin \bar{\theta} \ln \cos \bar{\theta}=0 \tag{6.31}
\end{align*}
$$

and $q=N_{1} / N_{2}=n_{1} / n_{2}=O(1)$. Substituting $\bar{\theta}=a q$ for some constant $a$ and taking $q \rightarrow 0^{+}$in (6.31), we find that $a=p_{2} /\left(1-p_{2}\right)$. Note that $q$ (and hence $\left.\bar{\theta}\right)$ is strictly positive because we take $n_{1}>0$ while $n_{2} \rightarrow \infty$.

Therefore

$$
\bar{\theta} \sim \frac{p_{2} q}{1-p_{2}}=\frac{p_{2} q}{p_{1}}, \quad q \rightarrow 0^{+}
$$

Similarly, substituting $\bar{\theta}=\frac{\pi}{2}-\frac{b}{q}$ for some constant $b$ in (6.31) and taking $q \rightarrow \infty$, we find that $b=p_{1} /\left(1-p_{1}\right)$ or

$$
\bar{\theta} \sim \frac{\pi}{2}-\frac{p_{1}}{q\left(1-p_{1}\right)}=\frac{\pi}{2}-\frac{p_{1}}{q p_{2}}, \quad q \rightarrow \infty
$$

Note that from (6.3), $\bar{\theta}$ is strictly less than $\pi / 2$. Therefore we have

$$
I_{1,2} \sim\left\{\begin{array}{cl}
n_{1}+n_{2} \bar{\theta}, & \bar{\theta} \rightarrow 0^{+}, \\
n_{1}\left(\frac{\pi}{2}-\bar{\theta}\right)+n_{2}, & \bar{\theta} \rightarrow \frac{\pi}{2}^{-}
\end{array}\right.
$$

or

$$
I_{1,2} \sim \begin{cases}n_{1}+n_{2}\left(\frac{p_{2} q}{p_{1}}\right), & q \rightarrow 0^{+} \\ n_{1}\left(\frac{p_{1}}{q p_{2}}\right)+n_{2}, & q \rightarrow+\infty\end{cases}
$$

or

$$
I_{1,2} \sim \begin{cases}\frac{n_{1}}{p_{1}}, & n_{1} \ll n_{2}  \tag{6.32}\\ \frac{n_{2}}{p_{2}}, & n_{1} \gg n_{2}\end{cases}
$$

Now let's study equation (6.29) near $r=0$. Expanding equation (6.30) around $R=0$, we find that

$$
G(R, \theta) \sim R\left(N_{1} \cos \theta \ln p_{1}+N_{2} \sin \theta \ln p_{2}\right)+O\left(R^{2}\right)
$$

so that

$$
I_{1,2} \sim h^{2} N_{1} N_{2} \int_{0}^{\pi / 2} \mathrm{~d} \theta \int_{0}^{f(\theta)} r \mathrm{~d} r \exp \left[h r\left(N_{1} \cos \theta \ln p_{1}+N_{2} \sin \theta \ln p_{2}\right)\right]
$$

Taking $\eta=h r$, we have

$$
I_{1,2} \sim \int_{0}^{\pi / 2} \mathrm{~d} \theta \int_{0}^{\infty} \eta \mathrm{d} \eta \exp \left[\eta\left(N_{1} \cos \theta \ln p_{1}+N_{2} \sin \theta \ln p_{2}\right)\right]=O(1)
$$

whereas the contribution from $r>0$ is $O\left(n_{1}, n_{2}\right)$ in equation (6.32). Therefore $r=0$ does not contribute significantly to $I$.

Thus, when $h$ is large, and $n_{2} \gg n_{1}$ or $n_{1} \gg n_{2}$,

$$
I_{1,2}=\sum_{j=0}^{n_{2}} \sum_{i=0}^{n_{1}}\binom{i+j}{i, j} p_{1}^{i} p_{2}^{j} \sim \min \left[\frac{n_{1}}{p_{1}}, \frac{n_{2}}{p_{2}}\right] .
$$

### 6.4 Monte-Carlo Simulation

Suppose there are a total of $N$ doses of drugs in the warehouse to be distributed to $m \geq 1$ testing centers, each with a supply of $n_{i}, 1 \leq i \leq m$ drugs. Let the total number of patients to be recruited be $h$. We develop simulation algorithm for general
case $1 \leq h \leq n$, but we will test analytical solutions for $h=n$. For each center $i$, the patients arrive with independent Poisson arrival rate $\lambda_{i}>0$. The time between each pair of consecutive patients at center $i$ has an exponential distribution with parameter $\lambda_{i}$ and each of these inter-arrival times is assumed to be independent of the other interarrival times. We are interested in finding the mean time taken to recruit $h$ patients $t\left(n_{1}, n_{2}, \ldots, n_{m} ; h\right)$.

We now show details of the Monte-Carlo method (Algorithm 8) used to simulate the process of recruiting $h$ patients from $m$ testing centers. This method is based on the inverse transform method [91, 100, 101], a widely used method for generating random variables from a cdf whose functional form is known. In the context of our problem, the cdf for generating inter-arrival times is

$$
F(\theta)= \begin{cases}1-\exp (-\lambda \theta), & \text { if } \quad \theta \geq 0 \\ 0, & \text { if } \quad \theta<0\end{cases}
$$

We notice that when the number of drugs in total equals the number of patients recruited, i.e. $h=n=\sum_{i=1}^{m} n_{i}$, the time taken to recruit $n_{i}$ patients at the $i^{t h}$ testing center is just $T_{i}=\sum_{j=1}^{n_{i}} \theta_{j}^{(i)}, i=1,2, \ldots, m$ (see equation (6.34)). Therefore, the time taken to recruit $h$ patients is identical to the time taken for the site with the slowest rate to recruit all its patients, i.e. equation (6.25), and the mean recruiting time is obtained from equation (6.26).

### 6.5 Results and Discussion

In this section, we want to test our analytic approximation, equation (6.24), and the optimal drug distribution, equation (6.28) by comparing the results with those obtained from Monte-Carlo simulation. Now let

- $\Lambda=\left[\lambda_{1}, \lambda_{2}, \ldots, \lambda_{m}\right]$ be patient arrival rates for $m$ testing centers,
- $\mathbf{n}=\left[n_{1}, n_{2}, \ldots, n_{m}\right] \in \Omega_{0}$, where $\Omega_{0}=\left\{\left[n_{1}, n_{2}, \ldots, n_{m}\right]: \sum_{i=1}^{m} n_{i}=n, 0 \leq n_{i} \leq n\right\}$,
- $t(\mathbf{n} ; h)$ be the predicted mean recruiting time calculated from (6.24), given drug distribution $\mathbf{n}$,

```
Algorithm 8 Generating mean recruiting times
    Require: the number of testing centers \(m\), parameters \(\lambda_{i}\), the number of drugs in
    each center \(n_{i}\), where \(i=1,2, \ldots, m\), the number of realizations \(K\).
    for \(j=1: K\) do
        for \(i=1: m\) do
            for \(k=1: n_{i}\) do
            Generate inter-arrival time \(\theta_{k}^{(i)} \sim \exp \left(\lambda_{i}\right)\), which is the time between \(k^{\text {th }}\)
            and \((k-1)^{t h}\) patient arrivals at center \(i\), :
\[
\begin{align*}
u_{k}^{(i)} & =U(0,1),  \tag{6.33}\\
\theta_{k}^{(i)} & =-\ln \left(u_{k}^{(i)}\right) / \lambda_{i},
\end{align*}
\]
where equation (6.33) generates a uniformly distributed random number. Calculate the \(k^{t h}\) patient's arrival time \(t_{k}^{(i)}\) at center \(i\) :
\[
\begin{equation*}
t_{k}^{(i)}=\sum_{j=1}^{k} \theta_{j}^{(i)} . \tag{6.34}
\end{equation*}
\]
7: end for end for
Sort all the \(n\) arrival times \(t_{k}^{(i)}\) from \(m\) centers in ascending order, the \(h^{t h}\) one is the time taken to recruit \(h\) patients from \(m\) testing centers, denoted as \(\tau_{j}\).
10: end for
11: The mean recruiting time \(t=\frac{1}{K} \sum_{i=1}^{K} \tau_{i}\).
```

- $t_{\text {sim }}(\mathbf{n} ; h)$ be the simulated mean recruiting time obtained from Monte-Carlo simulation (Algorithm 8), given drug distribution $\mathbf{n}$,
- $K$ be the number of simulations run to calculate $t_{\text {sim }}(\mathbf{n} ; h)$,
- $\mathbf{n}^{*}=\left[n_{1}^{*}, n_{2}^{*}, \ldots, n_{m}^{*}\right]$, where $n_{i}^{*}=p_{i} n$, be the the predicted optimal drug distribution and let $t^{*} \equiv t\left(\mathbf{n}^{*} ; h\right)$,
- $\mathbf{n}_{\text {sim }}^{*}=\left[N_{1}^{*}, N_{2}^{*}, \ldots, N_{m}^{*}\right]$ be the simulated optimal drug distribution, such that $t_{\text {sim }}^{*} \equiv t_{\text {sim }}\left(\mathbf{n}_{\text {sim }}^{*} ; h\right)=\min _{\mathbf{n} \in \Omega_{g} \text { or } \Omega_{l}} t_{\text {sim }}(\mathbf{n} ; h)$, where $\Omega_{g}, \Omega_{l} \in \Omega_{0}$, are domains for Global Search and Local Search which are defined in Algorithm 9 and Algorithm 10.

To test the analytical approximation, equation (6.24), we can compare $t(\mathbf{n} ; h)$ with $t_{\text {sim }}(\mathbf{n} ; h)$, for any $\mathbf{n} \in \Omega_{g}$ or $\Omega_{l}$. Here, we choose the pair: $t\left(\mathbf{n}^{*} ; h\right)$ and $t_{\operatorname{sim}}\left(\mathbf{n}^{*} ; h\right)$. We define the relative percentage error $\varepsilon_{t}$ for predicted recruiting time

$$
\varepsilon_{t}=\frac{\left|t\left(\mathbf{n}^{*} ; h\right)-t_{\operatorname{sim}}\left(\mathbf{n}^{*} ; h\right)\right|}{t_{\operatorname{sim}}\left(\mathbf{n}^{*} ; h\right)} \times 100
$$

Notice that because of the randomness in stochastic simulation, the accuracy of $t_{\operatorname{sim}}(\mathbf{n} ; h)$ depends on the number of simulations $K$. To estimate the accuracy of $t_{\operatorname{sim}}(\mathbf{n} ; h)$, we generate $K$ simulated recruiting times $\tau_{1}, \tau_{2}, \ldots, \tau_{K}$, and calculate the variance $\sigma^{2}$. From the Central Limit Theorem, we know that the mean recruiting time is normal distributed with standard deviation $\tilde{\sigma}=\sigma / \sqrt{K}$, which roughly gives the accuracy of $t_{\text {sim }}(\mathbf{n} ; h)$. When $K \leq 5,000, \tilde{\sigma}=O\left(10^{-1}\right)$; when $5,000<K<10^{6}, \tilde{\sigma}=O\left(10^{-2}\right)$; when $K \geq 10^{6}$, $\tilde{\sigma}=O\left(10^{-3}\right)$.

Table 6.1, where we take $K=1000$ to obtain simulation results, show the comparison results of $t_{\operatorname{sim}}\left(\mathbf{n}^{*} ; h\right)$ and $t\left(\mathbf{n}^{*} ; h\right)$ for $m=3,4,5 . t_{\text {sim }}\left(\mathbf{n}^{*} ; h\right)$ is correct to $O(1)$ and the relative errors are always within $10 \%$.

To test the optimal drug distribution, equation (6.28), we compare $\mathbf{n}^{*}$ with $\mathbf{n}_{\mathbf{s i m}}^{*}$, and define the relative percentage error $\varepsilon_{n}$ for optimal drug distribution prediction in the Euclidean norm

$$
\varepsilon_{n}=\frac{\left\|\mathbf{n}^{*}-\mathbf{n}_{\text {sim }}^{*}\right\|_{2}}{\left\|\mathbf{n}_{\text {sim }}^{*}\right\|_{2}} \times 100
$$

Table 6.1: Compare $t\left(\mathbf{n}^{*} ; h\right)$ and $t_{\text {sim }}\left(\mathbf{n}^{*} ; h\right)$ for different number of sites

|  | $\Lambda$ | $n$ | $\mathbf{n}^{*}$ | $t\left(\mathbf{n}^{*} ; h\right)$ | $t_{\text {sim }}\left(\mathbf{n}^{*} ; h\right)$ | $\varepsilon_{t}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 -site | $[3,4,7]$ | 800 | $[172,229,399]$ | 57.25 | 60 | 4.6 |
|  | $[8,6,4]$ | 900 | $[400,300,200]$ | 50.00 | 52 | 3.9 |
|  | $[4,4.1,4.2]$ | 1100 | $[358,367,375]$ | 89.51 | 94 | 4.8 |
| 4 -site | $[10,8,6,3]$ | 1000 | $[371,297,223,109]$ | 37.17 | 40 | 7.1 |
|  | $[15,5,3,2]$ | 1200 | $[720,240,144,96]$ | 48.00 | 52 | 7.7 |
|  | $[6,5,3,3]$ | 1000 | $[353,295,177,175]$ | 59.00 | 63 | 6.8 |
| 5-site | $[1,2,3,4,5]$ | 800 | $[54,107,160,214,265]$ | 54.00 | 59 | 8.5 |
|  | $[2,4,6,8,10]$ | 1200 | $[80,160,240,320,400]$ | 40.00 | 43 | 7.0 |
|  | $[1,3,5,7,9]$ | 800 | $[32,96,160,225,287]$ | 32.14 | 35 | 8.2 |

We develop two algorithms: Global Search (Algorithm 9) and Local Search (Algorithm 10 ), to calculate $\mathbf{n}_{\text {sim }}^{*}$.

In Table 6.2, we show the Global Search and Local Search results $\mathbf{n}_{\text {sim }}^{*}$ for $m=3,4,5$, when $n=h$. For Global Search, we take the number of points $M$ in $\Omega_{g}$ be equal to 50,000 . For Local Search, we take the number of simulation repeated for recruiting time calculation $K=1000$, the $m-1$ dimensional ball $\mathcal{B}\left(\mathbf{n}^{*}, R\right)$ centered at $\mathbf{n}^{*}=\left[n_{1}^{*}, n_{2}^{*}, \ldots, n_{m-1}^{*}\right]$ with radius $R=25$. We also see that the relative error of $\mathbf{n}^{*}$ through Global Search and Local Search are all within $6 \%$. Notice that when $m>5$, $\mathcal{B}\left(\mathbf{n}^{*}, R\right)$ contains $(2 R+1)^{m-1}\left(\geq 51^{5}\right)$ grid points. It takes a tremendous amount of time to complete the simulation using Local Search. As $m$ increases, the dimension of $\mathbf{n}$ increases, the sample size $M=50,000$ for $\mathbf{n}$ is not large enough to search globally, or provide a reliable result. The simulation time rapidly increases if $M$ increases. Hence, we only give results for $m \leq 5$.

For the Local Search of the three-site problem, we are able to display the results of Table 6.1 and Table 6.2 in Figure 6.5, where we extend the search radius $R$ to 100 . In ( $\mathrm{a}, \mathrm{d}, \mathrm{g}$ ), we show the contour plot for $t_{\text {sim }}$ in the region of $\mathcal{B}\left(\mathbf{n}^{*}, R\right)$. In ( $\left.\mathrm{b}, \mathrm{e}, \mathrm{h}\right)$, we show the contour plot for $t$ in the region of $\mathcal{B}\left(\mathbf{n}^{*}, R\right)$. The contours in (a, d, g) and (b, e, h) are almost the same, except that (a, d, g) have smooth corners, while (b, e,

Algorithm 9 Global Search for optimal drug distribution
Require: $m$, the number of testing centers; $\lambda_{i}, i=1,2, \ldots, m$, patient arrival rates; $K$, the number of realizations; $\Omega_{0}=\left\{\left[n_{1}, n_{2}, \ldots, n_{m}\right]: \sum_{i=1}^{m} n_{i}=n, 0 \leq n_{i} \leq n\right\}$, $M$, the number of points randomly drawn from $\Omega_{0}$.
2: Randomly draw $M$ points: $\mathbf{n}^{(\mathbf{j})}=\left[n_{1}^{(j)}, n_{2}^{(j)}, \ldots, n_{m}^{(j)}\right], j=1,2, \ldots, M$, from $\Omega_{0}$. These $M$ points form the Global Search Region $\Omega_{g}$ :

$$
\Omega_{g}=\left\{\left[n_{1}^{(j)}, n_{2}^{(j)}, \ldots, n_{m}^{(j)}\right]: \sum_{i=1}^{m} n_{i}^{(j)}=n, 0 \leq n_{i}^{(j)} \leq n, j=1,2, \ldots, M\right\}
$$

and are randomly and uniformly generated using the MATLAB code randfixedsum.m written by Roger Stanfford [102].
3: Calculate the simulated recruiting time $t_{\operatorname{sim}}\left(\mathbf{n}^{(\mathbf{j})} ; h\right)$, for $j=1,2, \ldots, M$. See Algorithm 8.
4: Take the minimum of the $M$ simulated recruiting times calculated in step 3, the corresponding $\mathbf{n}^{(\mathbf{j})}$ is the optimal drug distribution $\mathbf{n}_{\text {sim }}^{*}=\left[N_{1}^{*}, N_{2}^{*}, \ldots, N_{m}^{*}\right]$. In other words, $\mathbf{n}_{\text {sim }}^{*}$ satisfies

$$
t_{\operatorname{sim}}\left(\mathbf{n}_{\mathbf{s i m}}^{*} ; h\right)=\min _{\mathbf{n} \in \Omega_{g}} t_{\operatorname{sim}}(\mathbf{n} ; h) .
$$

```
Algorithm 10 Local Search
    Require: \(m\), the number of testing center; \(\lambda_{i}, i=1,2, \ldots, m\), patient arrival rates;
    \(K\), the number of realizations;
    2: Let \(\mathcal{B}\left(\mathbf{n}^{*}, R\right)=\left\{\left[n_{1}, n_{2}, \ldots, n_{m-1}\right]:\left[n_{1}^{*}-R, n_{1}^{*}+R\right] \times\left[n_{2}^{*}-R, n_{2}^{*}+R\right] \times \ldots \times\right.\)
        \(\left.\left[n_{m-1}^{*}-R, n_{m-1}^{*}\right]\right\}\) be a \(m-1\) dimensional ball centered at \(\mathbf{n}^{*}=\left[n_{1}^{*}, n_{2}^{*}, \ldots, n_{m-1}^{*}\right]\)
        with radius \(R\), the Local Search region:
\[
\Omega_{l}=\left\{\left[n_{1}, n_{2}, \ldots, n_{m}\right]:\left[n_{1}, n_{2}, \ldots, n_{m-1}\right] \in \mathcal{B}\left(\mathbf{n}^{*}, R\right), \text { and } n_{m}=n-\sum_{j=1}^{m-1} n_{j}\right\} .
\]
```

3: Calculate the simulated recruiting time $t_{\text {sim }}(\mathbf{n})$, for any $\mathbf{n} \in \Omega_{l}$. See Algorithm 8 .
4: Take the minimum of all the simulated recruiting times calculated in step 3, the corresponded $\mathbf{n}$ is the optimal drug distribution $\mathbf{n}_{\mathrm{sim}}^{*}=\left[N_{1}^{*}, N_{2}^{*}, \ldots, N_{m}^{*}\right]$. In other words,

$$
t_{s i m}^{*}=t_{s i m}\left(\mathbf{n}_{\text {sim }}^{*} ; h\right)=\min _{\mathbf{n} \in \Omega_{l}} t_{\text {sim }}(\mathbf{n} ; h) .
$$

Table 6.2: Global and local search results for different number of sites.

|  | $\Lambda$ | $n$ | n* | $\mathbf{n}_{\text {sim }}^{*}$ | $\varepsilon_{n}(\%)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 3-site |  |  |  |  |  |
| Global | [3, 4, 7] | 800 | [172, 229, 399] | [166, 228, 406] | 2.16 |
|  | [8, 6, 4] | 900 | [400, 300, 200] | [408, 299, 193] | 1.97 |
|  | [4, 4.1, 4.2] | 1100 | [358, 367, 375] | [356, 364, 380] | 0.97 |
| Local | [3, 4, 7] | 800 | [172, 229, 399] | [161, 229, 410] | 3.13 |
|  | [8, 6, 4] | 900 | [400, 300, 200] | [403, 301, 196] | 0.94 |
|  | [4, 4.1, 4.2] | 1100 | [358, 367, 375] | [359, 364, 377] | 0.59 |
| 4-site |  |  |  |  |  |
| Global | [10, $8,6,3]$ | 1000 | [371, 297, 223, 109] | [385, 290, 220, 105] | 3.04 |
|  | [15, 5, 3, 2] | 1200 | [720, 240, 144, 96] | [748, 224, 138, 90] | 4.18 |
|  | $[6,5,3,3]$ | 1000 | [353, 295, 177, 175] | [362, 291, 173, 174] | 2.03 |
| Local | [10, $8,6,3]$ | 1000 | [371, 297, 223, 109] | [382, 297, 219, 102] | 2.52 |
|  | [15, 5, 3, 2] | 1200 | [720, 240, 144, 96] | [740, 238, 136, 86] | 3.00 |
|  | [6, 5, 3, 3] | 1000 | [353, 295, 177, 175] | [361, 297, 170, 172] | 2.13 |
| 5-site |  |  |  |  |  |
| Global | [1, 2, 3, 4, 5] | 800 | [54, 107, 160, 214, 265] | [51, 106, 164, 222, 257] | 3.14 |
|  | [2, 4, 6, 8, 10] | 1200 | [80, 160, 240, 320, 400] | [76, 159, 246, 332, 387] | 3.23 |
|  | [1, 3, 5, 7, 9] | 800 | [32, 96, 160, 225, 287] | [30, 86, 148, 240, 296] | 5.62 |
| Local | [1, 2, 3, 4, 5] | 800 | [54, 107, 160, 214, 265] | [48, 101, 162, 216, 273] | 3.00 |
|  | [2, 4, 6, 8, 10] | 1200 | [80, 160, 240, 320, 400] | [92, 156, 227, 323, 402] | 3.12 |
|  | [1, 3, 5, 7, 9] | 800 | [32, 96, 160, 225, 287] | [25, 91, 160, 229, 295] | 2.98 |

h) have sharp corners. They are the 3-dimensional generalizations of Figure 6.4. In (c, f, i), we can see that the largest difference between the predicted and simulated mean recruiting time occurs at $\mathbf{n}^{*}$. In 3 -dimensional space, $t\left(n_{1}, n_{2}, n-n_{1}-n_{2} ; h\right)$ is a paraboloid near $\mathbf{n}^{*} ;(\mathrm{a}, \mathrm{d}, \mathrm{g})$ show the level of the curves. We can also see that the predicted and simulated optimal drug distributions $\mathbf{n}^{*}$ and $\mathbf{n}_{\text {sim }}^{*}$ are very close to each other.


Figure 6.5: Contour plots for $t_{\text {sim }}, t$ and surface plot for $t_{\text {sim }}-t$. (a, b, c) $n=800, \Lambda=$ $[3,4,7], R=100, \mathbf{n}^{*}=[172,229,399], \mathbf{n}_{\text {sim }}^{*}=[168,224,408] .(\mathrm{d}, \mathrm{e}$, f) $n=$ $900, \Lambda=[8,6,4], R=100, \mathbf{n}^{*}=[400,300,200], \mathbf{n}_{\text {sim }}^{*}=[404,298,198]$. $(\mathrm{g}, \mathrm{h}, \mathrm{i}) n=1100, \Lambda=[4,4.1,4.2], R=100, \mathbf{n}^{*}=[358,367,375], \mathbf{n}_{\mathrm{sim}}^{*}=$ [356, 364, 380].

### 6.6 Conclusions and Future Work

In this chapter, we make two contributions. First, we model clinical trial recruitment as a random walk and use the theory of exit times of a random walk to
describe the clinical trial recruitment process and its completion time when the number of drugs available in total is equal to the number of patients needed. Secondly, we utilize Laplace's method to approximate the clinical trial's mean recruiting time, and use two algorithms (Global Search Algorithm 9 and Local Search Algorithm 10) to find the optimal drug distribution such that the mean recruiting time is minimized. By comparing analytical and Monte-Carlo simulations, which calculate the mean recruiting time from $K=1000$ realizations, we find that when the number of testing centers $m \leq 5$, equation (6.24) typically gives a good estimate, with relative error less than $10 \%$, and equation (6.28) typically gives the optimal distribution (minimizer of $(6.26))$ to within $6 \%$ of relative error. We are also able to display the analytical solution (equation (6.24)) and simulated solution for the 3-site problem through contour plots. The contour plots for both solutions are similar except that the contours in the analytical solution have sharp corners, while the contours in the simulated solution are smooth. We also find that the maximum deviation between the analytical and simulated solutions occurs at the predicted optimal drug distribution n*, see Figure 6.5 (c, $\mathrm{f}, \mathrm{i})$. Our analytical solution also has an intuitive explanation in reality. The mean recruiting time is actually equal to the time taken for the test center with slowest rate to complete recruitment. The shortest mean recruiting time occurs when the drugs are distributed according to patient arrival probability, so that the centers are able to complete at the same time.

Our study has a couple of limitations. First of all, the approximated solution of mean recruiting time is valid only when $h$ is large and there exists an $n_{k}$ such that $n_{k} \ll n_{j}$, for all $j \neq k$. Secondly, because it takes a long time to find the optimal drug distribution through simulation and local search, we are only able to verify our analytical solution for up to five test centers. Thirdly, we only consider the case when the number of drugs is equal to the number of patients. But in practice, supply managers keep a number of drugs larger than $h$ at testing centers to shorten the recruiting time.

In the future, we would consider iteratively conducting Local Search ( Algorithm 10 ) by reducing the radius $R$ and increasing the number of realizations $K$ in simulation for each iteration. We will also extend our work to the case when the total number of drugs provided by the pharmaceutical company is strictly larger than the target number of patients, which is more practical in clinical trials.
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## Appendix

## DERIVATION OF EQUATIONS

We now show that from

$$
\begin{equation*}
a_{0} \delta^{\prime}(\xi)=0 \tag{A.1}
\end{equation*}
$$

we can derive (5.10) - (5.11) (recall that $a_{0}$ is continuous and differentiable). We first represent $a_{0}$ in terms of characteristic variables $\xi=t-x / v-L / 2 / v$ and $\eta=$ $t+x / v-L / 2 / v$ so that $a_{0}(x, t)=f(\xi, \eta)$ for some function $f$. Define the inner product $\langle\alpha, \beta\rangle=\int \alpha(\xi) \beta(\xi) \mathrm{d} \xi$. Then eq. (A.1) implies that for all test functions $\phi(\xi)$,

$$
\begin{align*}
\left\langle a_{0}(x, t) \delta^{\prime}(\xi), \phi(\xi)\right\rangle & =0,  \tag{A.2}\\
\Rightarrow\left\langle\delta^{\prime}(\xi), f(\xi, \eta) \phi(\xi)\right\rangle & =0,  \tag{A.3}\\
\Rightarrow-\left\langle\delta(\xi), \partial_{\xi}[f(\xi, \eta) \phi(\xi)]\right\rangle & =0,  \tag{A.4}\\
\Rightarrow-\left(\left.f_{\xi}(\xi, \eta) \phi(\xi)\right|_{\xi=0}+\left.f(\xi, \eta) \phi^{\prime}(\xi)\right|_{\xi=0}\right) & =0 . \tag{A.5}
\end{align*}
$$

Taking $\phi(\xi) \equiv 1$, we find $f_{\xi}(0, \eta)=0$. Taking $\phi(\xi)=\xi \psi(\xi)$ with $\psi(0) \neq 0$, we have $f(0, \eta)=0$. Since $\partial_{\xi}=\partial_{t}-v \partial_{x}$, we find that

$$
\begin{align*}
a_{0}(x, t) & =0  \tag{A.6}\\
\frac{\partial a_{0}}{\partial t}-v \frac{\partial a_{0}}{\partial x} & =0 \tag{A.7}
\end{align*}
$$

on $\xi=t-x / v-L / 2 / v=0$.

