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Abstract

The relation of c-command_(Reinhart 1976, 1983) is widelliehed to bethe fundamental relation in
syntax, underlying such diverse phenomena as coreferé¢heeB{nding Principles), scope and variable
binding, syntactic movement, and so on. Precedence is@gnbeld to be irrelevant. This paper argues
that this view is mistaken. Syntax does not involve c-comanainall, but rather a much coarser notion of
command phase-commandvhere only phasal nodes matter, not every node in the tresceBlence also
plays an important role. The paper argues this point in dietaihe Binding Principles, and shows that the
relation that is required iprecede-and-comman{iLangacker 1969, Jackendoff 1972, Lasnik 1976), where
command is phase-command. It revisits Reinhart’s argusrientc-command and against precedence, and
shows that those arguments do not go through. Finally, geeead-command does not need to be stipulated,
but follows from a view of grammar and processing where se@e are built in a left-to-right fashion.

Keywords: c-command, precedence, dominance, bindingfe@nce, phrase structure, constituency, phrase
structure paradoxes

1 Introduction

It is always a good idea to reexamine one’s assumptions admefo&om time to time, especially those
that everyone believes to be true. | undertake such a reestion here, of the fundamental notion of c-
command. This relation, typically defined as follows, is @idbelieved to play a pivotal role in coreference
(the Binding Principles), quantification and quantificatibbinding, licensing (of negative polarity items,
e.g.), movement, agreement and case assignment, and bérarpen

(1) C-Command
A c-commands B iff the first branching node dominating A alemthates B.

A huge literature exists that tries to derive c-command fitben fundamental workings of the grammatr,
based on the widespread belief in its ubiquitous importdaae, Epstein 1999, Chomsky 2000, Frank and
Vijay-Shanker 2001, Schienker 2005b, Hornstein 2009).

However, since Reinhait (19776, 1983) argued that c-commastherelation in syntax, and precedence
was irrelevant, many problems have accumulated for that. vieor instance, there have always been nu-
merous counterexamples to the claim that quantificatiomalithg requires c-command; see Barker (2012)

*Thanks are due to several anonymaasguagereviewers, whose insightful comments were instrumentaleveloping this
paper, and to Uli Sauerland, for discussions of the material
1For a more rigorous formal definition of c-command (and otiipes of command), sée Barker and Pullum (1990).



for an overview. There are also numerous problems for a gitama condition on the licensing of neg-
ative polarity items (e.gl,_ Hoeksema 2000). Additionatiymerous conflicts between c-command and
tests for constituency have been identified, as documentedsvely in Pesetsky (1995), Phillips (2003),
Lechner (2003). The response of most of the literature th pugblems has not been to reject c-command;
rather, it has been to attempt reanalyses of all the prohiemases (see the works cited). However, there is
a truly fundamentaproblem with the relation of c-command, which | take as mytistg point here: This is
that the “c” in “c-command” stands for “constituent,” anficicommand is truly the right notiorconflicts
between c-command and tests for constituency simply shotileiist The fact that they do indicates that
c-command is not actually the relation that all of the pheeoanlisted above are sensitive to.

| argue this point in detail for the Binding Principles, whicegulate coreference. | claim that the
relation that is involved is actually the one that Reinhaguad against, nhamelgrecede-and-command
(Langacker 1969, Jackendoff 1972, Lasnik 1§§’G}Jis relation is the conjunction of two relations: prece-
dence, a purely linear relation, and command, a hierarchiea The particular version of command that |
argue for igphase-commandiefined as follows:

(2) Phase-Command: X phase-commands Y iff there is no ZPRsal node, such that ZP dominates
X but does not dominate Y.

(3) Phasal nodes: CP, vP, NP

Phase theory posits that particular nodes are of speciariance in syntax, being involved in cyclicity,
spellout, successive-cyclic movement, and locality aamsts on agreement (see Chomsky 2000 and much
subsequent literature). These nodes consist of maximalWRat | call vP here, following Chomsky 1995
and much other work), maximal clauses (CP), and maximal nahpirojections (which I will refer to as NP,
but DP would work as well for the data discussed here). The liddnind phase-command is that these same
nodes are what syntactic relations like coreference amgtaanto. Typical tests for constituency, in contrast,
like movement, can target potentially any node in the trééb@agh there may be additional constraints, like
the commonly assumed constraint that only maximal prajastimay undergo phrasal movement).

Phase-command and c-command embody very different viemsecoing the sensitivity of syntax to
hierarchical relations. C-command is the view that evergenim the tree (every constituent) matters for
hierarchical relations. Phase-command, in contrast, #@tsonly certain nodes do, namely, the phasal
nodes. As | will show, phase-command plus precedence ahiestly superior empirical coverage over
c-command. C-command is fundamentally flawed: most of tltkesdhat are relevant to constituency turn
out to be irrelevant to command.

| start by giving a brief illustration of how precede-andsnmand accounts for Principle C effects (sec-
tion[2). | then show in detail the fundamental problem witbatnmand: that very few of the nodes that
define constituents actually matter for command (seétionr8gvery case, precede-and-command, where
only phasal nodes matter, makes exactly the right predistidn sectioi 4, | consider a reformulation of

ZHistorical note: While the dominant view in the literatuiece Reinhart seems to have been that precedence is not rel-
evant, there have always been many publications arguingptiegedence is required. These incliude Barss and Lasn#; 198
Jackendoff 1990, Napoli 1992, Kuno and Takami 1993, Ern8418resnan 1998, among others. None of these have a precede-
and-command type of theory with cyclic nodes, however, Widppears to have disappeared from the literature subsetuen
Reinhart’s work. Napoli's Linear Precedence Principlehwier notion ofpaesanicomes close, whergaesaniare all the argu-
ments and adjuncts of a theta-assigning head (Napoli| 1992,818). The technical implementation differs from pheseymand,
however, and it is also not clear how her theory would distisly VP-level adjuncts from IP-level adjuncts, discusseld.

3Stated in the formalism 6f Barker and Pullum (1990):

(i) DEFINITION 1: Phase-command is the command relatign ®@here P1 is given by
(i) P1={a|LABEL(a)e{CP, VvP, NP}}

See their definition of K-command, page 12.



c-command, due to Reinhart (1976), which permits adjoinadks to be invisible to c-command. | show
that this amendment still fails to capture the facts. Se@ithen revisits Reinhart’s (1976, 1983) arguments
against precedence, and shows that they do not go throufgct)iprecedence is necessary. Throughout the
discussion, PP nodes pay a particularly important roles. ithportant to the account that they ai@ phasal
nodes. Sectioh]6 addresses this issue directly, confgptiti@ line of research from van Riemsdijk (1978)
through Abels (2012) which argues that PPs are phasal nddhesconclusion of sectidd 6 is that they are
not. In sectiol7, | show that precedence plus phase-comu@eginot need to be stipulated in coreference,
but follows as a consequence from a view of grammar whereeseaes are built left-to-right, phase-by-
phase. Sectiohl 8 turns from Principle C to Principles A andm] incorporates them into the account.
The particular formulation that is proposed solves sevenstanding problems for theories of anaphora,
including that of Reinhart and Reuland (1993). Finally,tieed9 concludes with some discussion of other
phenomena that are thought to make reference to c-comnrardery case, there are reasons to think that
they do not, and c-command should be expunged from the tli@mammar.

Throughout, | mostly concentrate on English data, but I m&sas a null hypothesis that the correspond-
ing phenomena will be regulated by the same principles imyelamguage, subject of course to details of
analysis. Some data from other languages brought in al@yaly (in sectiofl6 in particular) are consistent
with this assumption.

2 Brief [llustration: Principle C

Before showing all of the problems for c-command, 1 first gavguick illustration of how precede-and-
command captures some of the basic command data, so thattter can see how precede-and-command
accounts for all of the data that are problematic for c-comanaHere and through most of the paper, |
illustrate with Principle C, the condition that bans corefeee between an R-expression and a commanding
antecedent. Rather than c-command, precede-and-commtrarelevant notion (which is precedence plus
phase-comman@:

(4) Binding Principle C
An R-expression may not be bound.
(5) Binding
A binds B iff A and B are coindexed and A precedes and phaseyamds B.

The definition of phase-command is stated above. Precedgmnel-to-right order (see, e.g., Partee, ter
Meulen, and Wall 1990, 441-442). Note that the exact fortiariaof binding in terms of coindexation,
covaluation, or something else is not important here. | sitiply assume for the moment that Principle C
is not reducible to a pragmatic or semantic constraint taaskcoreference wherever binding is possible,
as in work stemming frorn_Reinhart 1983, but will come backh® issue in sectioin] 7, where | will also
reformulate Principle C.

We can now see how precede-and-command accounts for Reil@ipffects. Take the following con-
trast:

(6) a. *She likes Bernice’s friends.
b. Her mother likes Bernicgs friends.

In (&2), the pronoun precedes-and-commands the R-expndsscause it precedes it and there is no vP, CP,
or NP that dominates the pronoun but does not dominate theRssion:

“To keep things simple, | use the simplest possible formuadi Principle C, which is adequate for English. In otheglamges,
R-expressions can sometimes bind other R-expressionshwileicessitates referring to binding by referentially aejgat items.
See Lasnik 1989 and much subsequent literature.



(7) IP

T

NP vP

_
she

likes Bernice’s friends
In contrast, in[(6b), there is such a node, namely, NP:

(8) IP

s

/\
likes Bernice’s friends
——~_  mother

her

The NP node dominates the pronoun but does not dominate thgiRRssion. Therefore the pronoun does
not bind the R-expression, and coreference is permitted.
The same is true of a pronoun embedded in a CP adjunct:

9) Whenever hecomes to town, Bengets arrested. (based éon (Reinhart 1976, 16, (14a))

There is a phasal node, namely CP, that dominates the prdnawoes not dominate the R-expression.
Coreference is banned between an object and an R-expressitained in a PP that is adjoined to VP:

(10) *1 methim in Bery’s office. (Reinhart 1976, 155, (15a))

vP
\Y; VP
VP PP
/\ /\
V. NP NP
met —— —
him Ben’s office

So long as the NP and the PP are in the same phase (the maximalhidh | will call vP, following
Chomsky 2000), the NP will precede-and-command the PP.

Before moving on, | should also address cases of appardnbfagrecedence. It is well-known that
surface precedence is not always required for binding:

(11)  Himself, Ralph will like.

| assume, as is standard, that binding can be satisfied atspafithe derivation other than the surface
structure. Herehimselfwill be bound in its base position, where it is preceded bwitsecedent. | assume
that binding holds at LF following reconstruction of the phar (se¢ Chomsky 1993, Fox 1999). See below
for more on reconstruction.



3 Problemsfor Constituent-Command

As noted above, the “c” in c-command stands for “constitliefite idea is that every node that is relevant
for constituency is also relevant for command. The expiectathen, is that if constituency tests pick out a
branching node X that dominates Y, Y will not command anyghintside of X (i.e., not dominated by X).
This seems to be correct for some cases, for instance agljthattappear to be adjoined outside of VP. In
(d23), the adjunct CP in square brackets cannot be frontéd\W# in (12b) but instead must be stranded
(@2d), meaning that there is (at least) a node VP that exsliide

(12) a. So many people wrote to higplthat he couldn’t answer them all].

b. *...and write to him {pthat he couldn't answer them all], so many people did.
C. ..and write to him, so many people digbthat he couldn’t answer them all].
d.

P

IP CP
NP ] ;
that he couldn’t answer them all
/\
so many people Infl vP
/\
\Y VP
T~
wrote to him

(I show the adjunct adjoined to IP, because, as | show belawjs where constituency tests put it.)

Since the prepositional object in this sentence is dominaydat least) a VP node that does not dominate
the adjunct, a c-command account of Principle C predicts dhpronoun in the VP will be able to be
coreferential with an R-expression contained in the adjuRais is correct:

(13) So many people wrote to hinmicp that Brande couldn’t answer them all].[ (Reinhart 1976, 47,
(63))

Note that precede-and-command correctly predicts thisyeds there is a phasal node, namely vP, that
dominates the pronoun but does not dominate the R-expressio
Similarly, constituency tests like clefting reveal an NRiadn examples like the following:

(14) a. People think thatp his integrity] is more important to him than his position.
b. It's [np his integrity] that people thinkis more important to him than his position.

As expected by the c-command account, elements dominatéuds)MP node do not command out of the
NP, as shown by Principle C:

(15) People think thaiyjp his; integrity] is more important to that officiathan his position.

Note again that precede-and-command also correctly atxdancases like this, as was shown in the
previous section.

In addition to these successes, however, there are numeasas where c-command makes incorrect
predictions. | begin with PPs.



31 PPs

Reinhart (1976) already noted some of the problems thafererece within the VP raised for her definition
of c-command. She noted that objects of prepositions adahee as objects of verbs in having VP material
on their right in their command domain:

(16)  (Reinhart 1976, 155-156, (14b, 16b, 20c))

a. *ltdidn’'t occur to her that Rosahas failed the exam.
b. *Someone should point out to hehat Rosas driving is dangerous.
c. ?? We talked with herabout Rosds son.

Further examples were added [by Pesetsky (1995), who destilse discrepancies between constituency
and c-command in some detl:

(17)  (Pesetsky 1995, 177, (459))

a. *Sue spoke to higabout Bill’s mother.

b. *Mary danced in it with the owner of the hajl

c. *Mary played quartets with thepat [John and Sugk party.
d. *Ithrew the ball to him on Friday during Johy’s speech.

All tests for constituency pick out a branching node coritajronly the preposition and its object. This
constituent can be fronted, it can be clefted, it can be celdy a pro-form (if the NP is inanimate), it can
be questioned and answered as a fragment, it can be conjeinéso on:

(18) a. In the hall, Mary danced with her secret admirer.
It was in the hall that Mary danced with her secret admirer.
Did Mary dance in the hall with her secret admirer? She didcd there with her secret
admirer. (there=in the hall)
Q: In which building did Mary dance with her secret adnfirér. In the hall.
Mary danced [in the hall] and [in the ballroom] with hersg@dmirer.

C-command does not seem to be the right relation for Priadhl then. A c-command account of
Principle C predicts that there should be no Principle Cotfie (16-£1T), contrary to fact. If c-command
were the correct relation for Principle C, there would havée a branching node consisting of the object
of the preposition on the left and subsequent material onigihee However, nothing but coordination picks
out this string as a constituent (see below on the exceplitipmd coordination):

(19) a. *The hall with her secret admirer Mary danced in.
b. *Itwas the hall with her secret admirer that Mary danced in
C. Mary danced in there. (therghé hall with her secret admirer)

d. *Q: Which building with her secret admirer did Mary dano@ iA: *The hall with her secret
admirer.

e. Mary danced in [the hall with her secret admirer] and [tdgk with her ex-boyfriend].

®I have changed example(d7d) from Pesetsky’s version; hddiamlas the subject, too, clearly a mistake.



C-command is obviously not the right relation for PPs, thémthis case, at least, the syntax is not
hypersensitive, as c-command predicts; as far as commambptena go, the syntax simply ignores the PP
node.

Note that the data follow from a precede-and-command thedrgre vP is a phasal node but PP is not.
In the following structure, the object of the prepositiorg@edes-and-commands but does not c-command
the R-expressioRosa

(20) vP
Y VP
VP PP
Y PP = NP
talked about _— —~_
P NP Rosa’s son

her

There is no phasal node that dominates but does not dominateosa

| come back to PPs below (sectian 6), and investigate cldiatsthey do sometimes matter for binding.
In that section | also address a line of research that argpa¢$Ps are phasal nodes. | show that there is no
evidence for either assertion, and PPs must not be phasasnoalsed on their binding behavior.

3.2 VP Adjuncts

With VP adjuncts, constituency tests consistently poina feft-branching structure. That is, an adjunct
on the right is adjoined higher than material on its left. Fmtance, VP-fronting can target constituents
consisting of all of the VP to the left of a given adjunct, ocdin include the adjunct:

(21) | said that | would study entomology (in the library) (dfednesdays), and ...

a. ... study entomology I did in the library on Wednesdays.
b. ... study entomology in the library | did on Wednesdays.
C. ... study entomology in the library on Wednesdays | did.

This points to the following structure:



(22) VP

Y VP
VP PP
/\ on Wednesdays
VP PP
V/\Np in the library
study _— ~—~
entomology

Now, if c-command is the correct relation for Principle C, sleould expect no interaction between
pronouns and R-expressions contained in different adjurteach would be dominated by a PP node that
does not dominate the other. However, as shown in the lagbse®P nodes do not seem to count for
c-command. Ignoring PP nodes, then, we predict that adjlorcthe right will command adjuncts on their
left, and not vice versa.

As has been documented at length, this is not correct. Elenterthe left consistently command ele-
ments to their right:

(23) (Pesetsky 1995, 177, (459))
a. *Sue spoke to higmabout Bill's mother.
b. *Mary danced in it with the owner of the hajl
c. *Mary played quartets with thepat [John and Sugk party.
d. *Ithrew the ball to him on Friday during Johys speech.

And elements on the right do not command elements to their lef

(24) a. Sue spoke to Bilk mother about him

b. Mary danced in the maygs ball room with him.
(25) (Hestvik 1991, 464, (15e—))

a. | only think about Johnnear him.

b. | never say nasty things about my friepdear them.

This particular conflict between constituency tests andmand has been extensively discussed in the
literature |((Pesetsky 1995, Phillips 2003, Lechner 2008kdand Neeleman 2009). This literature has
taken the obvious step of rejecting c-command; insteadpwsmmechanisms have been proposed to res-
cue it: dual structures (Pesetsky 1095); temporary comestis that are destroyed due to later processing
(Phillips 2003); remnant movement (Lechner 2003); or ambig structures (Janke and Neeleman 2009).
(Note that Pesetsky 1995 ahd Phillips 2003 also address Rhpréblem, above, but Lechner 2003 and
Janke and Neeleman 2009 seem to just assume that PP noddasdamtdor c-command.) All of these ac-
counts suffer from problems, but there is a more general amdimental issue: command and constituency
are not sensitive to the same nodes!



This problem can be made even sharper, and in a way that seeaproblems for some of these ac-
counts, by combining command and constituency tests likeement in a single sentence| as Pesetsky (1995)
tried to do. However, the only example he provided involeadh otheras a possessor:

(26) John intended to give the books to the children, ande[tie books to theifhhe did — on each
other’s birthdays. (adapted from Pesetsky 1995, 230, (570c))

Pollard and Sag (1992) and Janke and Neeleman (2009) showattaotheras a possessor is actually an
exempt anaphor (or lagophor, in the terminology of Reinhart and Reuladnd 1993). It cartakion-local
antecedent, for one thing, whezach otheras an argument of a verb or preposition cannot:

(27) (Janke and Neeleman 2009, 37, (90))
a. *John and Mary hoped that the psychologist would explaéir wweaknesses to each other.
b. John and Mary hoped that the psychologist would explach eéher's weaknesses to them.

Pesetsky’s example, then, does not show that binding carigbitward at the same time as constituency
tests point to a leftward-branching structure. Howevercam use other tests which make the same point.
One such test is coordination, although we have to be canefalit (see below). Consider the following
examples:

(28) a. *Ispoke tothemabout binding and argued with thembout gapping in [Joan and Martirg
office.

b. *The dean chewed thgnout and cursed at thenn [Joan and Martin]s office.

In these two examples, part of a VP including the verb is doetdd, while a PP on the right is interpreted
as modifying both of the conjuncts. This points to the foliogvstructure:

(29) vP
\Y VP
VP PP
/\
P NP
in _—
VP and VP J&M’s office
v PP Y PP
spoke
P P NP argued P/\NP
0 —— with _——_
them them

Since the rightmost PP modifies both conjuncts, it must bgideithe conjunction—this is one of the tests
that point to a leftward-branching VP. At the same time, havethe pronouns inside the conjoined VPs



may not be coreferential with an R-expression in the findi PP.

Janke and Neeleman (2009) suggested that VPs are striyctamabiguous, with PPs either adjoining
low on the right, or high on the right. If they are stranded bgstituency tests like movement, they must be
high; if binding goes rightward, they must be low. The aboxanaples show that this is incorrect: binding
goes rightward at the same time that constituency testalraveftward-branching structure.

Pesetsky (1995) thought that command phenomena and cemstjt tests pointed in conflicting direc-
tions, and we therefore face a “phrase structure paradoxd precede-and-command theory where only
phasal nodes matter, however, there is no paradox at allddtiaeare entirely consistent. [n{29), there is no
phasal node that dominates either occurrendberhbut does not dominatédoan and Martin so the former
phase-command the latter. They also precede it, and PlenCipules out coreference.

Moreover, at the same time as coordination shows that ametdjoust be high, we can see that prece-
dence matters, because command does not go backward:

(30) a. I only think about Johror wonder about hisfoibles near him.
b. | never say bad things about Jaoe curse about Bill near them.

Again, this is contrary to the expectations of c-commandistituency tests put a constituent high on the
right, and command should go backward, tracking constiiyi@md ignoring precedence. The actual facts
are the complete opposite.

Examples like these, and numerous others that are well+kricyn the literature, show that the sensi-
tivity of command to hierarchy is very coarse. Only certai@s matter. Within a phase, only precedence
matters, and hierarchy is irrelevant. Hypersensitivitgttacture, as in c-command, makes exactly the wrong
predictions.

In summary, all constituency tests point to a leftward-bramg VP. At the same time, however, com-
mand phenomena go rightward. This strongly supports thegpbammand plus precedence theory: within
a phase, precedence and not hierarchy matters. It alswesdble phrase structure “paradox”: there is no
paradox, and no conflict.

3.3 [P Adjuncts

One of Reinhart'd (1976, 1983) arguments against precades@mmand involved adjuncts that are adjoined
high, to IP in current terms. Earlier versions of precedé-emmmand only took the clausal node (S)r

to be relevant to command (Langacker 1969, Jackendoffl 1872pded NP nodes (Lasnik 1976). Reinhart
pointed out that this predicts no subject-object asymnfetriigh adjuncts. This is incorrect: such adjuncts
are outside the command domain of the object, but within tilersand domain of the subject:

(31 a. Rosa is kissing hipppassionately in Bers high school picture/ (Reinhart 1976, 79, (27a))
People worship himin Kissingei's native country.[(Reinhart 1976, 79, (28a))
So many people wrote to hinthat Brande couldn’t answer them all.[ (Reinhart 1976, 47,

(63)
d. Rosa won't like himanymore, with Begis mother hanging around all the time. (Reinhart 1976,
23, (19¢))

(32) a. *Sheisriding a horse in Roga high school picture/ (Reinhart 1976, 68, (25a))
b. *He; was killed in Hoffa’'s home town.[(Reinhart 1976, 68, (26b))

50ne could claim that these examples involve right nodergjsind so do involve a representation where the PP is in both
conjuncts at some level of representation. | assume thaighiot correct, because the examples do not have the abrdstct
intonation of right node raising.

10



c. *Sheg was approached by so many people in Rome that fumddn’t do any work.[(Reinhart 1976,
47, (65))

d. *Heycan't go out with Rosa anymore, with Bemmother hanging around all the time. (not in
Reinhart)

This is not a problem for phase-command, however, sincatitee subsequent to Reinhart, beginning
with [Chomsky (1986), has concluded that the maximal VP is alaode of particular importance (a cyclic
node, in earlier terminology). In the phase theory, thisaistared by having vP be a phasal node as well as
CP. If vP is a phasal node, then objects inside vP do not pt@aseand adjuncts outside of vP, even if they
do precede them.

The question now is, Where are these high adjuncts? Theylmeuaitside of vP, but in the c-command
theory, they must be lower than the mother of the subjectPoinlorder to capture the Principle C effect
in 32). However, there is abundant evidence to suggestthiegt are actually higher, where they must
c-command the subject and not vice versa.

Consider the following examples, which show that sluiciag strand certain adjuncts:

(33) a. A: Someone is going to get hurt. B: Who, with all thadgiag?

b. A: We should be able to sneakm®ne into CIA headquarters. B: Who, without them catch-
ing him?

The standard assumption is that sluicing involves ellip§i®/TP (seé Merchant 2001 and much other work
on sluicing). Since the adjunct can be stranded, it must lmaat as high as IP, let us say adjoined to IP on
the right:

(34) CP
Who/\lP
IP PP

Hs-geirgte-gethwt  with all that padding

The actual position of the adjunct is not so important; whaltriportant is that deletion shows that there is
a constituent that includes the subject and excludes thmetdjthe lower IP node). The c-command theory
therefore predicts that the subject will not command thearaetj This is not true, however; at the same time
as we do deletion, a subject pronoun cannot be coreferevitaban R-expression inside the adjunct:

(35) a. A: Sheshould be able to sneak someone into CIA headquarters. Bo*Without Miranda'’s
old employers noticing?

b. A: He; should be able to datsom®ne. B: *Who, with Bea's mother always hanging
around?

| assume that in B’s answer, there is an unpronounced ragetgm of the missing material, including the
pronoun, such that Principle C is violated.

As in VPs, tests for constituency like ellipsis put rightrhagjuncts high, where they are not c-commanded
by elements on the left, here the subject. Yet the subjearaply commands the adjunct, even though it
does not c-command it. Once again, we have a conflict betwaestituiency and command: ellipsis picks

11



out a constituent out of which elements should not commdieecommand is the right notion for command.
Phase-command gets the facts exactly right: there is n@phade that dominates the subject that does not
also dominate the adjunct.

The same point can be made with coordination:

(36) a. *They snuck into CIA headquarters and thdyoke into the Pentagon without [Ethan and
Mirandal’s old employers catching them.

b. *He; can't date girls and hecan’t play on the football team with Bga mother hanging
around all the time.

c. *Heyis worshipped and hes vilified in Hoffa;’s hometown.

These adjuncts are not actually c-commanded by the subjjéet.obligatory disjoint reference is not best
explained by c-command; rather, the best explanation isrgiore of precede-and-command with phase-
command, with only coarse sensitivity to hierarchical cnee.

3.4 Coordination

Langacker (1969) provides some examples involving coatitin that also point to a fundamental problem
with c-command. Consider the following examples of VP camaton:

(37) (Langacker 1969, 162, (1-2))
a. Penelope cursed Petand slandered him
b. *Penelope cursed hiand slandered Peter

Since VP is coordinated, there must be a VP node that dorsitiagéepronoun but does not dominate the
R-expression in the ungrammatical example:

(38) VP
VP and VP
/\ /\
V NP vV NP
cursed — slandered _——_
him Peter

If c-command is the right relation, there should again be niociple C effect, because the VP constituent
node dominatindhim does not dominatPeter. If we can somehow ignore this node (see below), thet
examples should be ungrammatical, because both NPs stmulthand each othir.
Precede-and-command, where command is phase-commarettiyopredicts this contrast, if what is
coordinated is VP, below vP, as shown. There is no phasal timtedominatesim that does not also
dominatePeter
IP coordination makes the same point:

(39) (Langacker 1969, 162, (5-6))
a. Peter has a lot of talent and hehould go far.

"This assumes that coordination is symmetrical, as showah,isanot asymmetrical, as in the ConjP or &P proposal (e.g.,
Munn 1993). Note that using precede-and-command rathardtitmmmand largely removes the motivation for this asymicadt
approach to coordination. Coordinations are asymmetpeahuse of precedence.
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b. *He; has a lot of talent and Peteshould go far.

Again, there is a node, IP, in the ungrammatical exampledbatinateshe but does not dominatBeter,
and coreference should be fine. If we can ignore this node-fmmtmand, then both examples should be
ungrammatical again.

In the phase-command theory, IP is not a phasal node, anddaece accounts for the contrast. Note
that this theory predicts that if what is coordinaieca phasal node, then there should be no Principle C
effect. This is correct:

(40) a. Mary said{p that Peter has a lot of talent] andsp that hg should go far].
b. Mary said gpthat hg has a lot of talent] and:p that Peter should go far].

Coordination, like PPs and adjunction, reveals that c-camdris fundamentally flawedl.

3.5 Ditransitives

Double object constructions present further difficultiesd-command. As was shown by Barss and Lasnik
(1986), the first object seems to asymmetrically commandéiaend:

(41) a. *Sallyshowed himDan's picture.
b. That mistake cost Sallg husband her (stress orher)

In a c-command theory without precedence, this means tba¢ tnust be some constituent node that
dominates the second object and excludes the first objedle thiat constituent must form a constituent
with the first object. One structure that captures this idype of VP shell proposed by Larson (1988):

(42) VP
NP \Y
—_—
Sally Vv vp
show /\
NP V
—_
him v NP
tshow A

Dan’s picture

There could also be an Applicative Phrase above the VP, [asanamiz (1993), or the second object could
be the complement of an abstract HAVE predicate, which &fitke complement of a CAUSE predicate,
as in Harley (1997):

&L angacker (1969) also includes the following examples,civiiie judges to be ungrammatical with coreference, contoary
the predictions of both c-command and phase-command:

(i) (Cangacker 1969, 162, (12), (14))
a. Hig wife and the woman Petgers living with just met.
b. I met a woman who was dying to find out more abouthamd another who had just been wronged by thatjnan

| disagree with this judgment, and find the indicated coexiee acceptable (addibgthin (ia) helps).
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(43) a. vP

NP v
—
Sally TN
v ApplP
NP ppl
_
him A/\
ppl VP
V NP
show _— ——~
Dan'’s picture
b CausP
NP aus
/\
Sally
Caus PHave
NP PHave
him b ave NP
T~

Dan'’s picture

Regardless, the second object is embedded even lower thaintjfle object of a transitive verb. Yet it
still seems to command adjuncts that must be high and onghée(the passive makes a pronoun as second
object more natural, but should not affect its position):

(44) a. He was given the swardn the day i was made.
b. *He was given i on the day the swordvas made.

Again, this holds even when the adjunct is excluded from astitient that includes the verb and both
objects (or the second object and the trace of the first):

(45) a. He was first given the castlend then deniediton the day it was erected.
b. *He was first given it and then deniediton the day the caslavas erected.

14



/V\

Y PP

on the day the castle...

\Y and \Y
Y VP Vv VP
given T~ denied
NP V NP \V
— N o~ PN
the VNP te V NP
tgiven — tdenied —
it it

| use the VP shell theory simply for the sake of expositiol;shme constituency is posited by all theories.

On almost all theories of ditransitives (other than a tertmanching structur, then, there are at least
two levels of embedding between the second object in sucim@es and the mother of the adjunct. As
we will see below, this will continue to create problems fesammand, even if c-command is modified to
accommodate adjunction and coordination.

4 Modifying C-Command

Reinhart (1976) already suggested a madification of c-condma deal with issues created by adjuncts.
However, as we will see, this modification still needs to bppéemented with two additions: the stipu-
lation that PP nodes do not count for c-command, and precedehhis makes formulating c-command
cumbersome and awkward, whereas precede-and-commarhtyetpptures the facts.

4.1 Renhart’s Reformulation

The following is Reinhart’s reformulation of the definitiofic-command:

(46) Node A c(onstituent)-commands node B iff the first brdang node«; dominating A either
dominates B or is immediately dominated by a nagevhich dominates B, and, is of the same
category type a&;. (Reinhart 1976, 148, (4))

The basic idea is that, when the first branching node is itt@fhinated by a node that is identical to it
(created by adjunction), the higher node is what countsdarrnand. So, in a VP adjunct case, the object
would c-command into the adjunct:

(47) a. *The gangsters killed hiyn Hoffa;'s hometown. [(Reinhart 1976, 69, (28b))

®0One might think that rejecting c-command in favor of precadd-command largely removes the motivation for rejecting
ternary branching analysis of ditransitives. Howeverrahare still other facts besides binding that point to a mammicated
structure, for instance the idiom data discussed in Brgg(2010).
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b. VP

T

VP PP
/\
\% NP _
killed in Hoffa’'s hometown
him

The first branching node dominatitigm is dominated by a node of the same category that dominates the

adjunct.
Note that Reinhart’s reformulation limits the number ofadgd nodes to one, which would be prob-

lematic for VP adjunct cases like the following (based onefsdg 1995):

(48) a. *Ithrew the ball to himon Friday during Johys speech.

b. VP
VP PP
VP Pp during John’s speech
—
on Friday
VP
—
\Vj NP to him
threw _—/—~_
the ball

Here, we have to go up two VP nodes. We should therefore reflatenc-command to something like the
following, using the notion oéxclusionfrom|Chomsky (1986, 9):

(49) C-command:
Node A c-commands node B iff the first branching node domigafi does not exclude B.

(50) Exclusion:
A excludes B iff no segment of A dominates B.

In (4701), the first branching node dominatihgn is VP. VP does not exclude the R-expresskboffa,
because there is a segment of VP, namely the higher one,dimanhatesHoffa. As for (488), so long as the
PP node dominatingim does not counthim will also c-commandlohn becauselohnis dominated by a
segment of VP, the same node that dominaidsm Note that this reformulation will only help if PP nodes

are ignored.
This reformulation will also help us with coordination, d@rdination is as represented below (and does

not involve a ConjP/&P):

(51) (Langacker 1969, 162, (1-2))
a. Penelope cursed Petand slandered him
b. *Penelope cursed hipand slandered Peter
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C. VP

N

VP and VP
/\ /\
v NP Y NP
cursed — slandered _——_
him Peter

(52) (Langacker 1969, 162, (5-6))
a. Peter has a lot of talent and hehould go far.
b. *He; has a lot of talent and Peteshould go far.

c. P
P and IP
NP ] NP ]
— —_ A
he  "hasalot of talent Peter  should go far

In both of these cases, the pronoun will c-command the Ressmn, because the first branching node
dominating it (VP or IP) does not exclude the R-expressiorgesthere is a segment, the higher VP or IP
dominating both conjuncts, that dominates the R-exprassio

4.2 A Precedence Problem

So, this reformulation helps to account for adjunction aadrdination structures, but it still suffers from
the PP problem: PP nodes must not count. It also suffers frpra@edence issue: In all of the cases above,
c-command should be symmetric. We therefore predict baek®enciple C effects in addition to forward
ones, and[(51a) and (32a) should both be ungrammatical, lhs 8@ should the examples ib_(44125),
repeated below:

(53) a. Sue spoke to Bilk mother about him

b. Mary danced in the maygs ball room with him.
(54) (Hestvik 1991, 464, (15e—))

a. | only think about Johnnear him.

b. | never say nasty things about my friepdear them.
(55) VP

N

VP PP

/\
about him

Y, PP
spoke

to Bill's mother
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We already had to say that PP nodes do not count; butttimem the above structure c-commargigi ,
because the first branching node (not counting PP) that ddesrit does not excludaill.
Similarly, we saw above that IP adjuncts are outside of tieraand domain of the object:

(56) a. Rosa is kissing hipppassionately in Bers high school picture/ (Reinhart 1976, 79, (27a))
People worship himin Kissingek’s native country.[(Reinhart 1976, 79, (28a))
So many people wrote to hinthat Brande couldn’t answer them all.[ (Reinhart 1976, 47,
(63)
d. Rosa won't like himanymore, with Begis mother hanging around all the time. (Reinhart 1976,
23, (19¢))

If PP nodes do not count, then in this case we should predychmetric leftward command: the object

of the preposition in the IP adjunct should c-command theabpf the verb, but not vice versa. This is

incorrect, however. The following examples are somewhinaand because of the lightness of the pronoun,
but they do show a distinct lack of Principle C going backward

(57) a. People worship the tempkefounder in it.
b. Rosa can't belittle Bars jokes anymore without him

Once again, precedence plays a role, contrary to the exjpetaf the c-command thec@.

Additionally, double object constructions continue to@psoblems for the revised version of c-command
(see section_3l5). In many analyses of double object carigins, the second object is buried in a lower
phrase that is not part of the phrase that hosts either tieoréhe second object. In some accounts this is a
HAVE projection, while the verb is higher, in a CAUSE project (Harley 1997); in others the second object
is in VP, while the verb has moved to (or through) an Appliies) Phrasel (Marantz 1993, Bruening 2010).
In still other accounts, there are two VP shells (Larson 1988 the first two types of theories, it is clear
that the second object should not c-command out of the lopregtction and into adjuncts, even with the
revised definition of c-command. In a VP-shell theory, it hti@e possible to maintain that the higher VP
shell is not distinct from the lower one, but this would inemtly predict symmetric c-command between
the two objects. Again, modifying the definition of c-commdasimply does not work. Precedence is still
necessary, and PP nodes have to not count for c-command.

In all of these cases, precede-and-command, where phaseamd is the formulation of command,
makes exactly the right predictions. Reformulating c-camdhstill requires precedence in addition, and it

10A reviewer suggests that there might be a backwards Prin€ffect in an example like the following:
(i) (*) Sue wrote near Bilf to him.

I do not agree with this judgment; the sentence is semalytioddl (change it t&ue screamed near Bill right at hjnbut coreference
seems acceptable. See also the examples cited abové framkH&991). The reviewer’s example probably involves tigard
movement of theéo PP. Rightward movement in general seems to feed Condition C:

(i) a.  We gave [Johtis brand new toy] to him on Friday.

b. *We gave — to him on Friday [Joha’'s brand new toy].| (Pesetsky 1995, 266, (643a))
(iii) (Huang 1982, 579, (126-127))

a. A book that Johnordered pleased him

b. *Abook pleased himthat John ordered.

However, as movement, we might expect rightward movemeln¢ table to bleed Condition C in some other circumstances, the
way leftward movement seems to be able to in some cases. leasé a full exploration of rightward movement to futureeash
(se€q Pesetsky 1995 and Takano 2003 for a beginning), bulutienbere that, in general, precedence is what matters tonemiah
phenomena; phase-command alone is insufficient, as is cramich
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also has problems with PP nodes and ditransitives. Thebs@wtely nothing to be gained by reformulating
c-command in such an awkward way: we would néed (gRis the statement that PP nodes do not count,
plus precedenc@] Precedence plus phase-command is a much simpler way ofricapthe facts, and
relates binding to phase theory, the theory that certaires@de of particular importance to numerous
phenomena. The claim is that it is these same nodes thatlavameto command. This unifies command
with all of the other phenomena that require phases, a ctungegdvantage.

5 TheArgument Against Precedence

So, why did Reinhar{ (1976, 1983) abandon precedence inrt@lace? Most of the literature attributes to

her a knock-down argumeagainstany role for precedence. | present this argument here, aowd fat it
actually does not go through.

5.1 Reinhart’s Argument: Fronted PPs

The argument involves fronted phrases like the following:

(58) (Reinhart 1976, 23, exx.18, 20)
a. Near him, Dan, saw a snake. (18a)

b. *Near Dan, he saw a snake. (20a)
(59) a. In her bed, Zelda spent her sweetest hours. (18b)
b. *In Zelda's bed, shespent her sweetest hours. (20b)
(60) a. How obnoxious to hidriends Ben is. (18d)
b. *How obnoxious to Befis friends he is. (20d)
(61) a. (I predicted that Rosa would quit her job and) quit s Rosa finally did. (18f)
b.

* (I predicted that Rosa would quit her job and) quit Réspob sha finally did. (20f)

In these examples, a pronoun in the fronted phrase can biergal with a subject R-expression, but a
pronominal subject cannot be coreferential with an R-esgiom in the fronted phrase. The latter fact is a

Principle C violation going leftwards, according to Reirthahowing that precedence is irrelevant: Principle
C operates in both directions.

Reinhart argues that reconstruction (in her terms, ordettie binding principles before movement)
cannot explain the bad examples, because of the followibgstinonsubject asymmetry:
(62) (Reinhart 1976, 23-25, exx.20, 24)
a. *How obnoxious to Bejs friends he is. (20d)
How obnoxious to Bey's friends | found him to be. (24c)

b

(63) a. *Near Danp he saw a shake. (20a)
b. Near Dan, | saw hig snake. (24a).

(64) a. *InDan’s apartment, hgpracticed some new tricks. (not in Reinhart)
b.

In Dan’s apartment, Rosa showed hifmer new tricks. (24b)

In the putative base position, there is no such subjectuipast asymmetry, meaning that reconstruction is
not a viable account:

1Exactly the same holds of m-command plus precedenceasngt @994).
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(65) a. *He isobnoxious to Beys friends.
b. *Ifound himy to be obnoxious to Bers friends. (Reinhart 1976, 26, (27a))
(66) a. *He practiced some new tricks in Dgsapartment.

b. *Rosa showed himher new tricks in Dayis apartment.

That s, if the fronted phrase were required to reconstrugstbase position for binding, there should be no
subject-object asymmetry, because there is none in thepossion.

Reinhart’'s account is to say that the subject c-commandseoped phrase, using her modified version
of c-command to account for adjunction. Translating hencstres into modern terms, the preposed PP
would be adjoined to IP (based on Reinhart 1976, 147, (2)):

(67) IP

PP P

/\ /\
P NP -
NP I

near _—~-.
Dan he

saw a snake

In this structurehec-command®an, because the first branching node dominatieglP) does not exclude
Dan (there is a segment of this IP that dominaBm). The complement of the preposition, according to
Reinhart, does not c-command the subject, because of teerue of the PP node. Note the contradiction:
PP nodes have to count for these cases, but must not countthdyeare within VP (see more on this in

sectior 6).

5.2 Two Problems

Besides the issue of PP nodes, there are two problems witth&&s account of these fronted PPs, and
hence her argument against precedence. Both point in tketidin of a reconstruction account, where

precedence is involved.
The first problem is that the coreference pattern still held=n when the fronted phrase has fronted into

a higher clausg?

(68) a. *Near Dan | heard that hesaw a snake.
b. Near Dan, | heard that some girl saw hisnake.
(69) a. *InDan’s apartment, | think hgs going to practice some new tricks.
b In Dan’s apartment, | heard that Rosa showed hivar new tricks. (24)

In none of these long-distance cases would the lower subjeotnmand the fronted phrase. The fronted
phrase is not dominated by a segment of the IP that is the fasiching node dominating the embedded

subject.
The second problem involves data pointed out by Lakoff (J988&en the R-expression in the fronted
PP is contained within an adjunct rather than serving ag fathe object of the preposition, there is no

Principle C effect:

(70) a. *Near Danp he saw a shake.

2An anonymous reviewer believes that this problem has beieeubout in the literature before, but | have been unabledate
a reference for it.
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b. Near the man that Damvas approaching, hesaw a snake.
(71) a. *InBen’s picture of Rogashg found a scratch! (Reinhart 1976, 147, (2))

b. In Ben's picture, which Rogdoves, shefound a scratch.
(based on Lakoff 1968)

In the modified c-command theory, this should make no diffeee the subject c-commands everything
contained within the fronted PP.

This lack of a Principle C effect when the R-expression igaimed within an adjunct within a fronted
phrase has been noticed before, with fronted wh-phraseshas been given a reconstruction account
(Lebeaux 1988, Chomsky 1993, Fox 1999):

(72) a. *He actually believes only the second argument that Jofmsde.
b. [Which argument that Johmade] does heactually believe?

The reconstruction account is that adjuncts do not needcanstruct along with the rest of the fronted
phrase, and so give rise to no Principle C effect at LF. At bE, adjunct remains in the fronted position,
outside of the command domain of the pronoun.

These two issues—the fact that Principle C effects stiltlheith long-distance fronting, and the mit-
igating effect of adjuncts—both point to a reconstructi@saunt. | construct such an account in the next
subsection. Importantly, these two problems show that liRetis account of fronted PPs does not work,
and hence her argument against precedence and for c-condnaadot go through. As the next subsec-
tion shows, Principle C effects with fronted phrases ar@aptconsistent with a precede-and-command
account.

5.3 A Reconstruction Account

Before beginning to construct an account, we need to getithgicture regarding fronted phrases. Reinhart
discusses a second type of fronted phrase which does pemrafecence between a subject pronoun and an
R-expression inside the fronted phrase:

(73) a. In Ford's home town, heis considered a genius. (Reinhart 1976, 70, (31a))
b. In Ben’s family, he is the genius. (Reinhart 19776, 70, (32a))
C. With Rosa’s new job, shell end up in the hospital. (Reinhart 1976, 70, (33a))

Reinhart argues that these phrases originate adjoinedaiolB)( and move to a much higher positid for
her, seé Reinhart 19776, 149, (5)). In the higher positioa stibject does not c-command them, even with
the revised definition of c-command. The type that does gseeto a Principle C effect originates adjoined
to VP, and moves to Comp (adjoined to IP, here), where theestildjpes c-command them as described
above.

Note that the division here corresponds to one we saw beforae adjuncts are adjoined to VP, and are
within the command domain of the object. These are the onéshywvhen fronted, cannot be coreferential
with a subject pronoun. Because their starting positiontisisvthe command domain of the object, Reinhart
concluded that evaluating binding in the base position dioudt work. The second type is outside the
command domain of the object, adjoined to IP (see above).nitbated, these permit coreference with a
subject pronoun, although they do not in their starting fomsi These facts are recapitulated below:

(74) VP Adjuncts

a. *Hep practiced some new tricks in Ddgsapartment.
(in command domain of subject)
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b. *Rosa showed himher new tricks in Dayis apartment.
(in command domain of object)

c. *In Dam’s apartment, hgpracticed some new tricks.
(in command domain of subject)

d. In Dan’s apartment, Rosa showed hifmer new tricks.
(outside command domain of object)

(75) IP Adjuncts

a. People worship hifmin Kissinget’s native country.
(outside command domain of object)

b. *He;is worshipped as a hero in Kissingsrnative country.
(in command domain of subject)

C. In Kissingei’s native country, heis worshipped as a hero.
(outside command domain of subject)

d. In Kissingei’s native country, people worship him

(outside command domain of object)

Note that at the time Reinhart wrote, the only two places atéw phrase could possibly be evaluated
for binding were its surface position, and its base positibfowever, modern phase theory gives us an
additional position, namely, the vP phase edge. In phasmthelements within vP must first move to
Spec-vP if they are to move further. As shown by Fox (1999)laeghte (2003), this position is a position
that moved elements can reconstruct to; they do not nedgdsave to reconstruct all the way to their base
position. This gives us a position between the subject amaliect that the fronted phrase can reconstruct
to, where it will be commanded by the subject but not by theabj

In sectioriLY, | will show that we can derive precede-and-camarfrom a grammar that builds sentences
left-to-right. | will therefore couch the reconstructioncaunt here in such terms, as well. So, the gram-
mar builds sentences from left-to-right, as in Phillips 9892003), Richards (1999), and in the spirit of
Shan and Barker (2006). This means that when a fronted plsraseountered in an A-bar position, it must
be copied into a position where it can be interpreted (in $eofithe literature on processing, a processed
filler has to be associated withgap later in the sentence, where it will be interpreted thenadlyiy. If the
fronted phrase is an argument, it (or at least part of it) rfbestopied into the A-position where it gets its
thematic role. If it is an adjunct, however, there is no susuirement. Adjuncts have some freedom of
ordering; they just have to occur in a position where they @ambine semantically with the phrase they
attach to. In phase theory, this might lead us to posit tHevidahg:

(76) Adjunct Reconstruction Principle:
An adjunct must reconstruct to the edge of the phase whesasé@mantically interpreted.

Take the following VP-adjunct as an example:
(77) *In Damny’s apartment, hgpracticed some new tricks.

Here, the fronted PP has to be interpreted with the VP, or @B Reinhart 1976 on semantic differences
between VP and IP adjuncts). Therefore, it must be copiedantosition in the vP phase. But thisal

that has to be done; the grammar just needs to create a cdpy pihéise edge, Spec-vP. It does not need to
create a copy adjoined to VP:
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(78) P
in Dan’s apartment /\
e /\

in Dan’s apartment v

\Y/ N
practiced — ~—~
new tricks

The subjecthe precedes-and-commands the PP in Spec-vP here; hence gheeterinciple C effect,
andhe cannot be coreferential with an R-expression in the PP. itrast, an object does not precede-and-
command Spec-vP:

/\

in Dan’s apartment /\
—_
Rosa

in Dan’s apartment v

(79)

showed him new tricks

This accounts for the subject-object asymmetry when thesRmted, but the lack of an asymmetry
when the PP is adjoined on the right, to VP. On the right, bbhthdubject and the object precede-and-
command the adjunct. The long-distance cases also fallpilaize: the Adjunct Reconstruction Principle
requires copying a fronted adjunct back into the phase itespreted with, regardless of how many clauses
intervene.

We can also now account for the lack of a Principle C effechwaijuncts inside the fronted phrase, if
we adopt the by-now standard account that not all materads& be copied. In particular, adjuncts do not
need to be included in lower copies. In standard bottom-ygaagehes, this works by only adjoining the
adjunct to the higher copy of a moved element;|see Lebead8j1€homsky (1993), Fox (1999), among
others. In the left-to-right system adopted here, the adjisnsimply left out of lower copies:



(80) P

PP P
. NP vP
near the man that Dan was approaching
h:e /\
PP
T~ /\
near the man v VP
/\

V NP

saw _—~_
a snake

Here,hedoesnot precede-and-commaridian, and there is no Principle C effect.
As for IP adjuncts (s€e ¥5), they do not need to reconstrualt. akhey are already in the phase they are
interpreted with in their fronted position, and no copy retmbe made anywhere:

(81) P
PP P
/\_
NP |

in Kissinger's native country —

he s worshipped

The subject does not precede the R-expression here, and Banuiple C violation occurs if they are
coreferential. If an IP adjunct moves long-distance, it watonstruct only to the edge of the phase it is
associated with, namely, to Spec-CP, which also is not geztby the subject in Spec-IP.

This account therefore explains the subject-object asyimyntieat holds under fronting, but not in the
absence of fronting. A precede-and-command théoaple to explain the data discussed by Reinhart, and
therefore those data do not constitute an argument agaicistastheory. Moreover, as | showed, Reinhart's
own c-command account suffers from flaws. The data nectssit@construction account, and do not show
that command can go backwards. In fact, we only ever see fdsseommand, strongly indicating that
syntax makes reference to precedence.

To sum up this section, then, Reinhart’'s argument agaiesggence actually does not go through. There
is no argument against precedence, and, as we have seemxtiladly necessaryo invoke precedence, for
otherwise, we predict leftward command with VP adjuncts Bhddjuncts and in coordinated structures,
contrary to fact. Not only is there no argument against gtenee, precedencengcessary

5.4 VOSLanguages

Reinhart (1976, 41) also gave an argument against precedesma VOS languages like Malagasy. Mala-

gasy is a VOS language in which the subject follows the objestertheless, just as in SVO languages like
English, the subject seems to command the object, and nothlikee way around. However, such languages
are not the problem for precedence that Reinhart and otlases supposed. Most recent investigations of
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(at least some) Austronesian VOS languages have conclbdethey are derived by (remnant) VP fronting
from an underlying SVO structure (e.g., Rackowski and B&d00, Chung 2006, Cole and Hermon 2008).
In these theories, relations that depend on some notionrofrand are computed at the underlying level,
and not at the surface level. At the underlying level, thejextbdoes precede the object. Hence, VOS
languages (of this type, at least) also do not decide betwe@mmmand and precede-and-command.

Moreover, in at least one other Austronesian VOS languagkuBn, precedence has been argued to
play a crucial role in variable binding by Georgopoulps (18919914a). If Georgopoulos is correct, then
Austronesian VOS languages are not only not problematipfecedence, they actually point to a crucial
role for precedence in the grammars of individual languages (sedBaésnan 199

5.5 Coordination

In addition to Reinhart's arguments, Larson (1988) and Bkgg1995) cite coordination as an argument
for c-command. Recall that we see Principle C effects inséike the following, while constituency tests
point to a left-branching structure:

(82) * | threw the ball to him on Friday during Johi'’s speech. (based 6n Pesetsky 1995, 177, (459))
(83) vP

T

\Y VP

VP PP
VP PP P NP
_— ~ -~ duing _— "~

threw the ball P NP John’s speech
tO —_
him

As argued extensively above, this discrepancy indicatas dkcommand is incorrect, and precede-and-
command is the right relation for the Binding Principles.

However, that is not what Larson (1988) and Pesetsky (1995¢laded. Rather, they both argued that
c-command, without precedence, was the relevant princeid these data necessitate a departure from
the traditional leftward branching structure that seemsetindicated by constituency tests like movement.
The following is the structure advocated by Pesetsky (hes¢ade” structures, which, for him, coexist with
“layered,” or leftward-branching structures):

(84) (based oh Pesetsky 1995, 174, (456))

BAnother issue is postverbal subjects of the Romance vatieppears that Romance languages differ in how bindingsvor
in these constructions; see Gallego 2013 and the referémees | leave full investigation of such languages to fetwork.
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In this structure, the object of one head occupies the specifithe next head down, a position from which
it c-commands subsequent material.

Both[Larson (1988) arjd Pesetsky (1995) argue that coordinatipports their radically right-branching
structures that preserve c-command. Note that in Pessttieg in [[84), there is a constituent consisting
of the wordshim during John’s speecftaking the sentence on its grammatical interpretatiorerahim is
notJohn. There is no such constituent in the structurd_id (83). Pphimtive constituent can be coordinated
(Hudson 1976, e.qg.):

(85) | threw the ball to [Brandon during John’s speech] andt@iida during the following ovation].

If, as Larson and Pesetsky assume, coordination can onjginaonstituents, then this is an argument for
the right-branching structures that c-command without@dence requires.

However, this argument is blunted by the fact that coorénatan also conjoin strings that are not
predicted to be conjoinable in this theory, if coordinatman only target constituents. For instance, in the
tree in [84) to himis not a constituent. Yet it can be coordinated:

(86) | threw the ball [to Brandon] and [to Miranda] during &&hspeech.

Similarly, the ball to himis not a constituent in the rightward-branching structutemit is followed by
another adjunct as in (B4), but it can still be coordinated:

(87) | threw [the ball to Brandon] and [the racket to Miranda}ing John’s speech.

In fact, coordination can conjoin strings thad theory would treat as a constituent. The following
examples come from Sailor and Thoms (2013, (5), (8)):

(88) a. Mary took pictures of dogs on Thursday and cats orakrid
b. | claimed that | was a spy to impress John and an astronamptress Bill.

In (88h), in particular, the adjunct clauseimpress Bilimodifies the higher verlzjaim, but it is coordinated
together with an element from the clausal complement of\tbsi.

This means that coordination is not the argument for righdwmaanching structures that Larson and
Pesetsky claimed that it was, since such structures do edigbwhich strings will be able to be coordinated
and which will not.

There are several different approaches to so-called nostiteent coordination of this type. The most
promising, in my view, is left-edge ellipsis, which, if cent, requires that syntax be sensitive to linear
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order. A recent proponent of this approach (which goes bad&ast to Aristotle) is Hofmeister (2010).
Hofmeister (2010) argues that there is a process of ellipsisoperates in coordinate structures from the
left edge of conjuncts beyond the first. This process doetamget syntactic constituents, but rather a linear
string. The way this works in one of Pesetsky’s examplesdswhat is actually coordinated is the VP:

(89) Sue will [yp speak to Mary about linguistics on Friday] ang peak-te-Mary-abeythilosophy
on Thursday]. (based on Pesetsky 1995, 176, (458))

Within the second conjunct, a linear string starting fromlft can be elided (indicated with the strikethrough),
provided it is identical to a linear string on the left edgettuf first conjunct, as it is here. The same thing
occurs in exampld (85) above:

(90) | [vp threw the ball to Brandon during John's speech] apdthrew-the-bal-toMiranda during
the following ovation].

Hofmeister (2010) argues that this must be what is going axamples like the following, where the
disjunction clearly has the vedayin its scope:

(91) Either Micah said that Will needed a rope or a robe. (Haster 2010, 299, (73b))

This sentence has to be interpreted as saying that Micaloeaidf two things; it cannot be interpreted as
saying that Will needed one of two things. On the ellipsisoaict, a linear string is elided from the left edge
of the second conjunct (it is the locationaitherthat forces this level of coordination; see Hofmeister 2010

(92) Either [Micah said that Will needed a rope] erfMicahestiat-Will-reeded robe].

Without ellipsis, it is unclear how this reading could beided.

If this approach is the right OIJIE,we are going to need a mechanism to encode linear order (f@mece)
in syntax independently of command phenomena, in orderdouaxt for ellipsis in coordination, since this
coordinate ellipsis process targets a linear string andarmmnstituent. Building precedence in at Merge,
where Merge creates ordered sets, allows us to do this: aletamprdering can be read off of every tree,
and it will be possible to refer to a linear sequence independf the hierarchical constituency of the tree.
See Hofmeister (2010) and the references cited there fatesnaf how this will work (though his account
is formalized within a very different framewor@.

14sailor and Thoms (201B) argue against left-edge ellipsid,far a movement-plus-ellipsis account. Their argumegtsrest
left-edge ellipsis do not go through, though: their exarmm&ellipsis of non-left-edge material are actually insesof gapping,
and the overgeneration problem only shows that there aréi@td constraints on left-edge ellipsis besides lineateo (for
instance, determiners cannot be elided without their heaohs) see the discussion|in Dowty 1988). There are also gmabl
with the movement account: chunks that cannot undergo mestoan be coordinated together with a non-constituerd fifial
particles in (i); and chunks that can undergo movement dammooordinated, like VPs in (ii):

0] * Off, | turned the lights.

a
b. | turned the TV on in the study and the lights off in the haljw
a ...and dance the mazurka, | can.

b. *1claimed that | can speak Russian to impress Natashagdanck the mazurka to impress Boris.

(ii)

Constraints on movement, then, do not predict what chunksbeiable to participate in hon-constituent coordinatioontra
Sailor and Thoms (2013). Movement also does not straigh#fiaily account for the word order of the pronounced material
whereas left-edge ellipsis does. | conclude that the mashising account is left-edge ellipsis, though the constsaihat regulate
this process are not yet fully understood.

BLevine (2011) cites examples like (i) below as problematicléft-edge ellipsis, because the negative quantifier baake
scope over the disjunction:
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This same left-edge coordinate ellipsis process can theosuat for the apparent coordination of non-
constituents noted by Larson and Pesetsky (as in exani@su@@ [90) above), without the need to posit
constituents that no other syntactic process can targéfarison and Pesetsky’s accounts, something has to
be said to stop other processes from targeting these amdtt In the precede-and-command theory, there
are no such constituents; coordination is special, becausa involve ellipsis of a linear string rather a
constituent, resulting in apparent coordination of nonstituents.

Note, though, that coordination still targets constitserit only gives the appearance of not doing so
sometimes by permitting ellipsis. This means that it id stil/alid test for constituency, so long as the
possibility of left-edge ellipsis is taken into account.ias done in all the cases above where coordination
was used to argue for a particular structure, as the readeveréy. Additionally, we rule out ill-formed
coordinations where what is coordinated is not a constifigrch as those from Phillips (2003):

(93) (Phillips 2003, 49, (22a—c))
a. *The man [who built the rocket has] and [who studied roldatsigned] a dog.
b. *Wallace gave his [dog half a dozen] and [sheep a handfudratkers for breakfast.
c. *After Wallace fed [his dog the postman] and [his sheepniliiEman] arrived.

In all of these cases, what is coordinated is not a constitaem there is no parse with larger constituents
coordinated plus left-edge ellipsis.

Coordination, then, does not indicate a need for radicadgtsoranching structures. It is consistent
with precede-and-command. Coordination also indicataswie need linear order in syntax, so that left-
edge coordinate ellipsis can target a linear string.

5.6 Summary

None of the arguments that have been presented againsteaerand-command theory and for c-command
actually go throug@ In fact, there are problems with all of the c-command acc®wftthe facts that
were argued to require c-command. In every case, precaieeanmand makes the right predictions.
Moreover, precedence has been shown to be necessary indpetrence and coordination. C-command is
fundamentally flawed: most of the nodes that are relevardristituency are not relevant at all for command.
These include PPs, nodes created by adjunction and cotodinand all non-phasal nodes in general (such
as whatever node dominates the second object of a ditrag)siti

0] Terry said nothing about Robin on Thursday or Leslie oial&y.

Because of the non-constituent coordination, howevergpeesentation should involve VP coordinatidarry [said nothing about
Robin on Thursday] or{said-rethirg-abelieslie on Friday] with the negative quantifier in both disjuncts, incorrectihis is not

a problem, however, if we adopt the fairly standard decoritiposof negative quantifiers into sentential negation an@:éstential

quantifier (Jacobs 1980. 1991: Rullmann 1995), so that theesentation is something likeerry NEG [said somethingbout

Robin on Thursday] or{saig-semethigdpoutLeslie on Friday] which seems to result in the correct interpretation.

Levine also criticizes left-edge ellipsis as an approaatotrdination of unlike categories (examples Ikebin is [a Republican]
and [proud of it]). His criticisms appear to be valid, and it seems to me thattebapproach would be to say that the constraints
on what can be coordinated with what are semantic rathergynatactic in nature. | will not attempt to spell out such dosisits
here, however.

8Carson (1990) gives one more argument in favor of c-commaed precede-and-command. This is that, according to Larson
c-command is a more restrictive theory, in that it permitsdiestructural options. By itself, however, this is an emgtyument:
restrictiveness in the abstract is not an advantage, itysamadvantage if the particular restriction that is argfesedan be shown
to have some advantage, for instance in aiding processiimgsmiving the problem of acquisition. A theory that sayst tiery
branching node must be followed by a non-branching nodesis @lmore restrictive theory, but no one would take that torbe a
advantage.
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6 Moreon PPs

PPs have played an important (but by no means an exclusiegnrthe discussion above (see coordination,
ditransitives). It is crucial to the account that PPs arephatses. Descriptively, they seem to be ignored in
computing Principle C.

There are two issues that we need to look at in further ddtast, Pesetsky (1995) has claimed that PP
nodesdo block binding for Principle C, just when they are fronted Resnhart also claimed). Second, there
is a line of research starting with van Riemsdijk (1978) thaltls that PPs are, in current terms, phases. In
this section | show that there is no support for either cdidanand PPs are simply irrelevant for command.
In the current theory, they are not phasal nodes.

6.1 Fronted PPsare Not Relevant to Binding

Pesetsky (1995) claimed that when PPs are fronted, the Hirehaode does become relevant, blocking
command. He cites the following examples:

(94) (Pesetsky 1995, 240, (588h, 589b))
a. *Tothe kids, each other’s friends said Mary had spoken -eufisacation plans.
b. To himy, John said Mary would never speak — about Sue.

If PP nodes were simply invisible, Pesetsky reasons, thefiesnple should be grammatical, and the second
should not, since the NP inside the fronted PP should commiainaf that PP. (See also Reinhart’s examples
from above, likeNear him, Damn, saw a shake

However, the lack of command in these cases is not due to gép@gition. If the preposition is stranded,
we get the same pattern of judgments:

(95) a. *The kids, each other’s friends said that Mary hadkepdo — about vacation plans.
b. Him,, John said that Mary would never speak to — about Sue.

The preposition has nothing to do with the command relatinriResetsky’s examples. Rather, it appears
that the moved position is not relevant for command; instdaalfronted phrase reconstructs to some lower
position, either its thematic position or Spec-vP, as wasudised above regarding Reinhart’'s exan@es.

| should note that, as shown aboeach otheras a possessor is an exempt anaphor and does not actu-
ally require a commanding antecedent (Pollard and Sag B9&e and Neeleman 2009). The Principle C
example makes the point just as well, though, and | will stigth data of that sort in this section.

Pesetsky’s examples involve fronting across a clause laynut the same pattern of judgments holds
within a single clause (although we have to change the exesrglightly, to guard against Principle A
interfering):

(96) a. To him, John’s friends will never speak — about Sue.
b. Him,, John'’s friends will never speak to — about Sue.

Again, the PP node makes no difference to command. More giynahere are no cases that | know about

17Schlenker (2005b, (68¢)) claims thdimy, John's mother lovess a Principle C violation. However, whatever awkwardness
there is with this example seems to have to do with an incalrifigt between the pragmatics of fronting and the intendedef-
erence. Speakers who find coreference in Schlenker’s egaslegraded find it much improved Him, John’s colleagues despise,
but his work, they respecThis sentence sets up a reason for the fronting that is ciilofpavith the coreference.
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where a PP node clearly stops an NP from commanding outsidefd This is true of both fronted PPs
andin situ PPs. As was shown above, objects of prepositions commaraf their dominating PPs.

| conclude that PP is never a relevant node for precede-amainand, whether the PP occurs within VP
or is fronted. Obijects of prepositions precede-and-conamewerything that they precede in the most local
vP, CP, or NP. In the theory where phasal nodes are the releman for command, PP must not be a phasal
node.

6.2 ThePhasal Status of PPs

As just stated, PPs must not be phasal nodes, since they sdmrignored for command. However, there
is a strand of research, from van Riemsdijk (1978) to Abel 22, explicitly arguing that PPs are phasal
nodes (or “binding nodes” in van Riemsdijk’s terminologif)the current theory is correct that only phasal
nodes matter for command, then this line of research mustdogrect.

Extraction is the phenomenon that this line of researcheuinates on, and the basic concern is showing
that, for an element to move out of PP, it must do so via thedjgsdatch” of Spec-PP. In current phasal
terms, movement must take place via the edge of the phasee\gavihe empirical evidence for the claim
that movement out of PP must stop at Spec-PP is less than dimgpe

van Riemsdijk (1978) shows that phrases can move from wkRfrio the right edge of PP (I present
English examples, sée van Riemsdijk 1978 for Dutch and Ga&rma

97) a. Too far along the road for us to see him, the policensans his trap.| (van Riemsdijk 19778,
178, (4))

b. With [that tie around his neck that he got from his sister]{van Riemsdijk 1978, 181, (9b))

In these exampledor us to see hinandthat he got from his sisteseem to have extraposed from material
they are interpreted with semanticallp@ far andthat ti€). At the same time, they seem to still be within
the maximal projection of the PP, which has fronted as a @taest in the first example and forms a small
clause complement ofith in the second.

van Riemsdijk (1978) suggests that this shows that SpesRRanding site for movement, the same
way Spec-vP and Spec-CP are in the phase theory. Howeveapesition actually seems to target non-
phasal nodes, like IP. For instance, | argued above that @eantike the following have the extraposed
clause adjoined to IP:

&van Riemsdijk and Williams (1986) argue that the object of@ppsition can only bind outside of the PP if the P reanalyzes
with the verb. In support of this analysis, they claim thamnting a PP prevents reanalysis and blocks binding. They tig
following contrast|(van Riemsdijk and Williams 1986, p.203

@i a John talked to Bill about himseH.
b. Who, did John talk to about himsal?
c. *To whom did John talk about himsal?

While this judgment is quite strong for some speakers (butatipa reviewer finds (ic) fine), it appears to be true only fist
particular verb phrasedlk to abouj, as the examples of fronted PPs in the text show. Moreowardifion B, NPI licensing, and
variable binding still go through even with this VP (see Be#ind Postal 1996, 133 on Condition B):

(i) a. *ToBill1, Mary talked about him
b. To none of his henchmen did the supervillain talk aboutarhyis plans.
c. To each of the boyd plan to talk about higsinappropriate behavior.

While | am not sure what is going on with the anaphonself it is clear that an NP in a fronted PP can still bind out of Rt

meaning that P-V reanalysis is not necessary. See also teafd@¢EI7d), where the P could not be reanalyzing with gib,v
because an NP object intervenes.
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(98) So many people wrote to hirthat Brande couldn’t answer them alll (Reinhart 1976, 47, (63))

The extraposed clause can be included in sluicing, formestawhich most people analyze as deletion of IP
(see above):

(99) So many people tried to log on to some website that it dbuin web servers for hours, but |
can’t remember which website.

If extraposed material can adjoin to non-phasal nodes kkarnd VP, then there is no reason from
extraposition to think that PP is a phasal node.

Similarly, [Abels (2012) cites several cases of movemenh®léft edge of PP as evidence that the
specifier of PP must be a phase edge. Again, however, thistisonagpelling evidence, as specifiers of
non-phase heads like Infl/T are also generally landing &tesiovement.

Moving to other possible evidence for the phasal status obR® of the most convincing arguments
for the phasal status of CP and vP is that they are availatdéessfor reconstruction; seée Fox (1999) and
Legate (2003) in particular. Unfortunately, | have founitiipossible to construct examples that would show
whether Spec-PP is available as a reconstruction site eTieimply no evidence one way or another from
reconstruction.

In the phase theory, phasal nodes are also supposed to blogidistance agreement (the operation
Agree inlChomsky 2000). It does appear that in many languagesiding English, PP nodes are opaque
to agreement. However, vP, which phase theory treats assalpmade, and which reconstruction shows is
a phasal node, is transparent to agreement:

(100) In 2006 there wergg believed to be 4,035 species of amphibians that dependecien at some
stage during their life cycle]. (Wikipedi@mphibiar

In this example, finite Inflerd agrees witt,035 species of amphibians, which is embedded within a
vP.Chomsky (2001) changes his account of phase impenrdjrabdipermit agreement with Infl (or T) to go
through the vP node, based on the evidence in Legate (2083pdissive and unaccusative vP nodes are in
fact phasal nodes. It is therefore not true that all and ohbspl nodes block agreement, and so there is no
reason to think that the blocking effect of PP indicates ithiata phasal node.

Moreover, objects of Psan Agree, once they have moved out of PP, either all the way tctince
subject position or only part of the way:

(101) Not a single bed was slept in on that fateful night.

Many questions were talked about during the deliberation
More than one speaker was jeered at during the debate.
(102) There wasn't a single bed slept in on that fatefuhinig

There were many questions talked about during the dalibers.

There was more than one speaker jeered at during the debate

O T o O 0 9o

In Chomsky's theory, Agree is a prerequisite for Move; ifttlsatrue, then PP must be transparent to Agree,
even if that Agree relation is never visible without movernaut of PP.

The most devastating problem for the theory that PP is a phada is exactly the command phenomena
discussed here. In the PP-as-phase theory, most versiavisialf assume c-command, there is simply no
way for the complement of a P to command out of the PP. None mRvamsdijk (1978), Abels (2003),
or [Abels (2012) address binding or coreference, but comnoamaf PPs is fundamentally incompatible
with the theories they propose. Elements dominated by aaphasde (or a binding node in van Riemsdijk’s
terminology) should not command out of that phasal node. Abave seen above, however, PP nodes seem
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to be completely invisible to command. This is true in otljuages as well, even ones that do not permit
P-stranding like English. The following examples illus¢r&rinciple C in Germ

(103) a. *Mariaholte fir ihny Martins, buch.
Mariafetchedfor him Martin’s book
b. *Ilch habeetwas anihn; fur Martins; Bruder verkauft.
I  havesomethingo him for Martin’s brothersold

c. *lIch habemit ihm; Uber Ottos Thesergestritten.
I havewith him aboutOtto’s thesis argued

Objects of Ps also command out of PPs in Spanish, anothardgegvhere prepositions cannot strfd:

(104) a. Bailé con Juan ensuy, departamento.
danced.1Sgvith Juan in his apartment

‘| danced with Juanin his; apartment.’

b. *Bailé con el enel departamentdeJuan.
danced.1Sgvith him in theapartment of Juan

‘| danced with him in Juan’s apartment.’

(See alsd Ordoiez 1998, although the PPs he uses are oftedaegs NPs, with the prepositiams a case
marker.)

NPs also command out of PPs in Mandarin Chinese, as shownrimjgte C; Chinese also never allows
preposition stranding (Huang 1982, Aoun and Li 2(@3):

(105) a. Wbti Zhangam xiuhao le ta;de chezi.
| for Zhangsanfix well Asphe Posscar
‘| fixed his; car for Zhangsan
b. *W0ti tay xiuhao le Zhangam de chezi.
I for him fix well AspZhangsanPosscar
‘| fixed Zhangsan's car for himy.’

(106) a. WbweiZhangsan zaita;de gongyu zhi  le yr dunwanan.
| for Zhangsanat he PossapartmenprepareAsponeCL meal
‘| prepared dinner for Zhangsaat hig apartment.’
b. *WoOweitay zaiZhangam de gongyu zhi le yI dunwanan.
| for himat ZhangsanPossapartmenprepareAsponeCL dinner
‘| prepared dinner for himat Zhangsan’s apartment.’

(Note that PPs normally come between the subject and tharvéfandarin Chinese.)

See also Greek, as discussed by Anagnostopoulou (200Byught the command data she presents
involve something like the Englisbach. . .the otheconstruction rather than Principle C. Most relevantly,
Anagnostopoulou (2005) shows that the same kinds of caestity and c-command conflicts arise in Greek
as in English: constituency puts a PP high on the right, botroand always goes rightward, not leftward.
Again, PP nodes have to not count for c-command; but thereif o not, the c-command theory predicts
backward command, incorrectly. Greek patterns with evéngrdanguage that | have looked at, in that PP
simply does not count for command.

9Thanks to Solveig Bosse and Werner Frey for examples andrjedts.
2Thanks to MaryEllen Cathcart for examples and judgments.
ZThanks to Yaping Tsai for examples and judgments.
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| therefore conclude that PP is not a phasal node in any lg@yuiche nodes relevant to phase-command
are only vP, CP, and NP (I leave aside the status of APs). Aewed above, there is no positive evidence
in any language that PP is a phasal node, and the commandreata@mpatible with them being such.

7 Deriving Precede-And-Command

This paper has argued that the Binding Principles do not tefe-command, rather they require precedence
and phase-command (or precede-and-command). In thisset8how that this does not need to be stip-
ulated, but can be derived from a view of the grammar wheréeseas are built left-to-right rather than
bottom-to-top. Principle C is about the left-to-right pessing of discourse referents in a discourse model.
The account adapts and combines proposals of Schlenkesg@ad Branco (2001), although the resulting
system is different from both of those proposals. Impolyarinciple C is about coreference between
referents in the discourse model; it is not related in any twaxariable binding or scope.

7.1 TheProposal

Suppose the grammar keeps track of discourse referentpescdsses sentences. Processing takes place
in a left-to-right fashion, which is almost but not quite eglent to the top-down model proposed by
Schlenker (2005a). The grammar places discourse refdrgatswvo sets: the total discourse model D; and
the active set C. The active set C consists of all those diseawferents currently being processed in the
sentence, while D consists of all referents in the discoukséhe right edge of a phase boundary, an NP that
was contained within that phase (dominated by that phasid)nie moved out of the active set C and into
the total discourse set D (it is backgrounded, in a way, ngdomctive). These principles are formalized
below:

(107) Discourse Sets:
a. Discourse Set D: Consists of all referents in the currestdrse.

b. Discourse Set C: Consists of referents represented byilNfdg sentence currently being
processed.

(108) Processing Principle:
Move discourse referent R denoted by NP N out of active setddrdn set D at the right edge of a
phasal node that dominates N.

Now, as the grammar processes the sentence, if a newly peat®P is to be coreferential with an
NP already in the active set C, it must obey a version of theilvize Restrictors principle proposed by
Schlenker (2005&). This principle (modifying Schlenkexysthat a definite description of the fothre Ais
deviant if A could be dropped without affecting either thend&tion of the description or its various prag-
matic effects. A pronoun, following among othérs Elbourd@(Ql), is a very short description: basically,
just the definite article. So, the effect of dropping Atihe Ais to use a pronoun. (A proper hame has a
hidden definite article, so proper names fall under thisqipie, too; seé Schlenker 2005a.) Principle C, or
Minimize Restrictors, is formalized below:

(109) Principle C (Minimize Restrictors):
A definite description of the forrthe Amay not refer to a discourse referent in active set C if A could
be dropped without affecting either (i) the denotation &f tiescription or (ii) its various pragmatic
effects.

Let us see how this works with several examples.
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7.2 lllustrations

Consider the following sentence:
(110) She doesn't like the teacher’s students.

Starting from the left, the individual denoted blieis placed into the active set of referents C. The verb is
processed, and then the definite descripti@teacheiis encountered. If this denotes a different individual
from the one already in C, everything is fine. If it is meant éodoreferential with that individual, however,
it is deviant according to Minimize Restrictors, sirteachercould have been dropped (to yididr) without
affecting the denotation or losing any pragmatic effect.

Contrast the sentence above with the following sentence:

(112) The teacher doesn't like her students.

Here, the referent denoted llye teacheris first put into set C, and themer can be coreferential with it,
since it is not of the fornthe A(it is basically justhe).
Consider now the following case:

(112) Her assistant doesn't like the teacher’s students.

The individual denoted b¥yer is first placed into the active set C, but at the right edge ef N her
assistantit is moved out of C into D, whildher assistanstays in C. Upon encounterirthe teacherthe
referent denoted blgeris no longer in C, so Minimize Restrictors has nothing to dayuithe teacherand
coreference witlner is fine.

Turning to an example where left-to-right rather than topd processing makes a difference, consider
the following example, one of Reinhart’s IP adjuncts:

(113) Rosa is kissing him passionately in the Presideng/l bchool picture.

First the referent denoted b¥osaand then the one denoted hiym are placed in the active set C. In
between the advenpassionatelyand the PP, however, the grammar reaches the right edge @Ptpbase.
The referent denoted thyimis moved to set D, since it is dominated by vP. The referenttdehbyRosais
not, since it is not dominated by vP. Hence, wliea Presidents encountered, it can be coreferential with
him, but could not be coreferential with the subject:

(114) * She is kissing the President passionately in R@&shigh school picture.

This should be sufficient to illustrate the workings of theteyn. As the reader can verify, it correctly
captures all of the data discussed in the paper (and, to steobey knowledge, all of the data in the vast
literature on the top@).

22 reviewer asks why cataphoric reference is often much wacsess sentences:

@i a Whenever hecomes to town, Bengets arrested.
b. *He1 came to town. Then Bargot arrested.

The deviance of (ib) cannot be due to Principle C, since Rii@cC is about sentence grammar; it must be deviant becduse o
discourse principles, which | will not attempt to addresthis paper.
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7.3 Discussion

This version of Schlenker’'s Minimize Restrictors approgrRrinciple C accounts for precede-and-command
by processing sentences left-to-right rather than toprdd@vecedence comes in because elements that pre-
cede are entered into the local set of discourse referefiitstCbefore elements that come later in linear
order. Phase-command comes in because elements are shiftefithe local set C at the right edge of
phase boundaries. The idea is that phases are closed offnisttefl; elements within them are no longer
part of the domain actively being processed. Using Schignkéinimize Restrictors principle confers many
of the advantages that he discusses, for instance accguatiexceptions to Principle C; see that paper for
detaild?] The difference is that the workings of the principle are rmi# scope, as Schlenker claimed, but
about left-to-right, phase-sensitive processing.

Thus, precede-and-command does not need to be stipulatidr,rit falls out from a reasonable view
of how sentences are processed. They are processed indideg and in a way that is sensitive to the
grammar, in particular to the nodes that are thought to beiwfgoimportance in cyclicity.

As just mentioned, Schlenker (200ba) related Principle Quintifier scope, a relation that many have
made since Reinhart's work. In addition to claiming thateference is sensitive to c-command and not to
precedence, Reinhart (1976, 1983) also argued that cenefewas crucially related to scope and the bind-
ing of variables by quantifiers. All of them, she argued, med c-command, and Principle C effects track
the availability of variable binding. A number of reseanshikave adopted this proposal and tried to explain
or derive the supposed relation (e[g., Grodzinsky and Reirl®93] Heim 1998; Fox 2000; Biiring 2005;
Schlenker 20081, 2005a; Reinhart 2006; Roelofsen|201@pritrast, the account of Principle C that | have
presented has absolutely nothing to do with scope or varibiolding. This, | believe, is an advantage, as
the two phenomena do not obey the same principles at all. adteatat scope and variable binding do not
require c-command has already been extensively documdntdlarker (2012). They also do not require
precede-and-command, meaning that they obey differentiptes from Principle C.

This can be shown quite easily with IP adjuncts, which arsidatof the command domain of an object.
Recall that a pronoun as object can be coreferential with-amgRession contained in such an adjunct:

(115) a. Rosa is kissing hinpassionately in Bers high school picture [ (Reinhart 1976, 79, (27a))
b. People worship himin Kissingek’s native country.[(Reinhart 1976, 79, (28a))
C. So many people wrote to hinthat Brande couldn’t answer them all.[ (Reinhart 1976, 47,

(63))

This is because VP is a phasal node which dominates the prdndguwoes not dominate the R-expression,
and so the pronoun does not precede-and-command the Rssixpre

Now, if variable binding and Principle C obeyed the sameqipiles, and Principle C effects appear
wherever variable binding is a possibility, as claimed bynRart and others, we would not expect variable
binding to be a possibility in such examples. That is, if weevi® replace the pronominal object with a
guantifier, and the R-expression in the adjunct with a pranae would not expect the quantifier to be able
to bind the pronoun. This is false:

(116) a. Rosa is kissing every hoyassionately in hishigh school picture.
b. People worship every UN Secretary-Gengihis; native country.

Z0ne advantage that is lost is that Minimize Restrictors $ fbout Principle C; for Schlenker, it is much more generat]
has numerous other effects. Whether these can be relatefliestion for future work, although a few possible directisnggest
themselves. For instance, the speaker and hearer mightsabvegoart of set C, accounting for why they cannot except iitiqodar
pragmatic circumstances be referred to with anything bubaqun. Schlenker’s “super-salient” individuals mighé@be part of
set C, and one could imagine set C sometimes being maintaitreds sentences in particular discourse circumstansesela
(However, see Johnson 2012 for some reasons to think thatlnaftthe things discussed by Schlenker should be viewetién t
same way.)
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C. So many people wrote to every actregbmt she couldn't answer them all.

These examples also show that, contra Grodzinsky and Re(il®®3), among others, Principle C does not
arise just when variable binding is possible: in these exesmpariable binding is clearly available between
two positions, but no Principle C effect arises betweendtszsne two positions. We can also rule out these
adjuncts being ambiguous in where they attach, becausd 6 )dthethat clause has to associate with the
subjectso many peopleand must therefore be outside of vP. We also saw this cordimii VP fronting
(I2B+12¢t). This means that quantifiers do not need to pl@sesand pronouns in order to bind them as
variables, and quantificational binding and Principle Gefmre obey different principles.

The lack of weak crossover with wh-movement shows the saing:th

117) a. So many people wrote to hirthat Brande couldn’t answer them all.[ (Reinhart 1976, 47,
(63)
b. Rosa won't like himanymore, with Begls mother hanging around all the time. (Reinhart 1976,
23, (19¢))

(118) a. Wha did so many people write tg that he couldn’t answer them all?
b. Whaq, is Rosa going to stop going out withy with his; mother hanging around all the time?

Once again, Principle C effects do not track the availgboit bound variable readings. In particular, the
highest A-position occupied by a wh-phrase does not haveasggcommand (or c-command) a pronoun in
order to bind it as a variable.

We can also look at weak crossover with wh-movement from tableinch. | Chaves (2012) presents
numerous examples where speakers judge extraction ougfiftahanch to be grammatical, for instance the
following:

(119) (Chaves 2012, (4d,9))
a. Which president would [the impeachmentjofause more outrage?
b. Which problem will [no solution td] ever be found?

Since the starting position of the wh-phrase does not c-camgor phase-command out of the subject
phrase in these examples, it should not be able to bind a guése pronoun if c-command or phase-
command was at issue. It appears to be able to, howeverasting with a pronoun to its left:

(120) a. Which presidentvould [the impeachment df] cause more outrage within hiparty?
b. Which problem will [no solution tot;] ever be found by itsdiscoverer?

(121) a. *Which presideatwould hig party agree that [the impeachment tgf would cause more
outrage?

b. *Which problem did its; discoverer declare that [no solutiontipwould ever be found?

Clearly, the highest A-position of a quantifier does not neeedommand a pronoun (either c-command or
phase-command) in order to bind that pronoun as a variablenddous other examples|in Barker (2012)
make the same point.

The overall conclusion is that Principle C has nothing to db wcope or variable binding. Principle C
involves precede-and-command; variable binding probeddyires LF scope, plus surface precedence (but
it would take us too far afield to investigate this in any ditdi have presented a theory that derives the
conditions on coreference (Principle C) from left-to-tighhase-sensitive processing. This theory does not
relate Principle C to quantificational binding, which sedmbe correct.
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8 PrinciplesA and B

| turn now from Principle C to the other two Binding PrincipléPrinciples A and B.

8.1 Principles A and B Require Precede-and-Command

Throughout this paper | have concentrated on Principle €ptinciple that regulates coreference with an
R-expression. | have been assuming that precede-and-canisithe relevant relation for all three Binding
Principles and not c-command, but | have not yet shown thbettrue. It is in fact very difficult to show
it to be true, because of the locality conditions inherenPiimciples A and B. However, there are some
indications that precede-and-command is the right relatod not c-command.

First, certain types of PPs are clearly irrelevant to bothdijsles A and B:

(122) a. We talked to Bobhyabout himself.
b. *We talked to Bobbyabout him.

(123) a. You can depend on Martin@ behave herself
b. *You can depend on Martindo behave har

Here,BobbyandMartina must command outside of the dominating PP, or Principle Aldsbe violated in
the first example of each pair, and Principle B would not béet@al in the second example.
Additionally, coordinated VP nodes do not block command:

(124) a. Samantha explained Majtand justified him to himself.
b. *Samantha explained Martimnd justified him to him,.

Here, bothMartin andhim command into the PP, despite being dominated by a brancludg that does
not dominate the PP.

Note that in this case no Principle B violation occurs betwie two conjunctshlartin and thehimthat
is the object ofustified, while, as we saw above, a Principle C violation is incurrddicie explained him
and justified Martin (to himself) The account that | present below will correctly capture thiscrepancy.
For now, what is important is that the coordination of VP doesblock command into an adjunct that is
not included in the coordination.

This should be sufficient to show that the exact same phenativan indicate that c-command is incor-
rect for Principle C indicate that it is incorrect for Priptds A and B, as well. Precede-and-command is the
relation that is involved in all three Binding Principles.

8.2 Principles A and B in the L eft-to-Right M odel

The question now is how to incorporate Principles A and B thileft-to-right model that derives precede-
and-command for Principle C. This is relatively straightfard, and independent of the particular formula-
tion of locality that is adopted. That is, any view of localitan be incorporated into the model, once it is de-
termined which view is correct. | will adopt the view that fbeality domain is related to co-argumenthood,
as in Reinhart and Reuland (1993), although the technigaleimentation will differ substantially.

First, there is no category of pronouns, as described alpowapuns are simply the result of minimizing
restrictors in definite descriptions. There is a categonpcdl anaphors, namely reflexives and reciprocals.
We need to divide the active set of discourse referents lmmngtructed by a language user (set C) into two
sets:

(125) Discourse Sets:

37



a. Discourse Set D: Consists of all referents in the currestiodrse.
b. Discourse Set C (thactive set): Consists of referents represented by NPs in the senten
currently being processed.

C. Discourse Set A (thiecal set): Consists of referents represented by NPs in the |agaieent
domain currently being processed.

There is now an extremely local set, set A, in addition to ttteva set C.

We also need to split the Processing Principle into two fplas. This is where the exact definition of
locality comes in. The italicized part of Processing Ppiteil represents the locality condition, and could
be replaced by another, if that is determined to be appripria

(126) Processing Principle 1:
Move discourse referent R denoted by NP N out of local set Aiatadthe active set @Gt the left
edge of an argument domain that does not include N

(127) Anargument domain is the set of elements that inclade®dicate P and all the arguments of P.

(128) Processing Principle 2:
Move discourse referent R denoted by NP N out of sets A and Grdodet D at the right edge of

a phasal node that dominates N.

Processing Principle 2 is the same one from above, but with selded. Processing Principle 1 is where

locality comes in, moving referents out of the local set A attigular points, and into set C. The points

where this happens are where the processor crosses frommgumeeat domain to the next. Relative to an

NP N, this will be when either a predicate is encounteredthigtnot an argument of, or when another NP

M is encountered, such that M is an argument of a differerdipage from the one N is an argument of.
Now we can define Binding Principles A and B:

(129) Binding Principle B:
If a newly processed NP N is to be interpreted as denotingadise referent R already in set A,
then N must have the form of a local anaphor.

(130) Binding Principle A:
If a newly processed NP N has the form of a local anaphor, it eheisote a discourse referent in set
A.

8.3 Illustrations
To illustrate, the simplest example involves argumenthiefdame predicate (verb) within the same clause:
(131) Martin berated himse{f*him1.

Here, the referent denoted Martin is placed into the local set A. The verb is processed, andttieenbject.
If the object is to refer to this same referent, it must be allenaphor. If the object is a local anaphor, it
must refer to a referent in set A (in this example, ollgrtin).

In cross-clausal cases, any matrix NP will be moved out ddllset A and into the active set C upon
encountering the embedded subject:

(132) a. Martin said [that Samantha offended hiffhimselfy].
b. The kung fu mastersaid [that Samantha offended thgteach othey].

This is because the embedded subject is an argument NP ti@tds argument of the same predicate that
the higher subject is an argument of. This makes it begin aargwment domain.
The role of phase-command appears in cases like the folipwin
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(133) a. Martin’s mother criticized hiny*himself;.
b. That Martin won astonished higf*himself;.

In both casesMartin is moved out of set A and into set D at the right edge of the stibecause it is a
phase in both cases (an NP in one, a CP in the other).

With multiple arguments in a single clause, a local anaplaor iefer to any of the arguments that
preceded it, since they are all in set A:

(134) a. The kung fu mastarsent me to each other
b. | sent the kung fu mastar® each other
c. The kung fu mastersent each otheto me.

However, a local anaphor may not refer to an NP that followddicause at the point of processing the
anaphor, subsequent referents have not yet been addectsdd@:

(135) a. *Himself berated Martin
b. *Isenteach otherto the kung fu masters

There is no need for a Chain Condition to rule out these exasnpls i Reinhart and Reuland (1993); this
would be problematic anyway, given the issues with c-comingdiacussed above. Asymmetries are the
result of precedence, not hierarchy. Precedence follonesfhem left-to-right parsing.

Of course, movement can change precedence relations:

(136) Himself, Martin; will criticize.

I assume that the anaphor here is reconstructed into itssfiio, and it is at that point that Binding
Principles A and B are evaluatBd.

Let us now turn back to the coordinated examples from abowksae how the principles result in the
discrepancy between Principles B and C:

(137) a. Samantha explained Majtand justified him (to himself).
b. *Samantha explained hinand justified Martin (to himself).

We saw above that a Principle C violation occurs in the (b)rgla because there is no phasal node that
dominateshim that does not also dominakdartin. The pronoun therefore precedes and phase-commands
the R-expression. The question is, why is there no Prin@pl@lation in the (a) example? The reason is
that the referent denoted Ibjartin is moved out of the local set A upon encounterjustified sinceMartin

is not an argument of this verb. The referent denotetlaytin is therefore not in the local set A whéim

is encountered, it is in the active set C. Minimize Restritays that it must have the form of a pronoun in
order to refer to Martin, and it does.

Zppparently, such a moved anaphor can also (optionally) bkiated in its moved positioh (Lasnik and Saito 1992, 110):11
0] Martinj said that himself, Samantha will criticize.

However, it is likely that embedded topics are actually egeamaphors; hanging topics certainly can|be (Pollard agdlS82).
That they are exempt is suggested by the relative acceipgaddithe following example, where the antecedent is naralp

(ii) Martin1 will be upset if it appears that himseglfSamantha will criticize.
If this is correct, then A-bar movement like topicalizatiogver gives rise to new binding possibilities; it is only wttee anaphor

can be exempt (for instance, by virtue of being in a pictuRe-dt being a topic) that A-bar movement will give the impresof
changing binding possibilities.
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Upon encountering the preposition, the referent denotehirys still in the local set A. Therefore the
NP afterto must be a local anaphor. Note that this account therefodigisethat if there is no pronoun in
the second conjunct coreferential with an NP in the first) thie anaphor after the P will be ungrammatical
referring to the NP in the first conjunct. This is correct:

(138) a. *Samantha explained Martiand justified herselfto himself.
b. Samantha explained Martiand justified hersejfto him.

This follows because, as described, the referent denotédblnyn is moved out of the local set A upon en-
counteringjustified | take this as a strong indication that linear processingvislved in anaphora, and not,
for instance, the construction of two representationsdordination in parallel, as [n Reinhart and Reuland (1993).

84 ECM and Raising

There are some syntactic processes that affect prediggieiant relations. In exceptional case marking
(ECM, aka raising to object) and raising (to subject), an hd& ts an argument in one clause becomes an
argument in another clause, as well. In such casa,functions of the NP involved are relevant. Consider
ECM first:

(139) a. Lucig expects herselfher; to charm Bill.
b. Lucieg expects Bill to charm hefherself,.
C. Lucie expects Bill to charm himseffhim;.

An ECM NP is in many respects the object of the ECM verb, fotanse in case marking, agreement
in languages with object agreement, word order, etc. | fhexeadopt the standard assumption that the
“argument-of” relation includes such relations, and nat jgemantic relations. This means that the ECM
NP is an argument of the ECM verb. As such, the ECM NP does rgihleenew argument domain in
(@I394a). Thereforel.ucieis still in set A when the ECM NP is parsed, and can only be refeto with
an anaphor, not a pronoun. Now, the ECM NP is also the subfebedower clause. This means that in
a subsequent processing step, the ECM NP is then parsed ssbjeet of the embedded clause, and the
embedded predicate is encountered. At this pdintie is shifted out of set A and into set C, so that a
subsequent NP that refersltacie must be a pronoun and may not be an anaghor (139b). A lower &P th
refers to the ECM NP must be an anaphor and not a proroun] (138cguse the ECM NP is still in set A
when the lower NP is parsed.

Similar mechanisms are at work in raising to subject, wheegtanovement clearly occurs:

(140) a. Lucig seems to hersalfher; [t to be beyond suspicion]. (Reinhart and Reuland 1993, (42a))
b. Lucie seems to metfto have betrayed hersetthery/*myself].

In both of these examples, the raised NRieis processed and put in set A. Upon encountering the expe-
riencer inside the PP in_(140a), if it is to referltacie it must be an anaphor and may not be a pronoun.
Subsequently, the raised NP is parsed again, in its tradégmsas the embedded subject. The embedded
predicate is then enountered, so the matrix experiencéifted out of set A and into set C. The raised NP
is not shifted out of set A, because it is also an argumentetthbedded predicate. Any subsequent NP
must therefore be an anaphor if it refers to the raised subjege but may not be an anaphor if it refers to
the matrix experiencef_(140b).

In ECM and raising, then, the processing principles as thieyf@mulated above derive the correct
results.
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8.5 Prepositional Phrases

Reinhart and Reuland (1993) noted that with some PPs, pnsnand anaphors are not in complementary
distribution (seé Hestvik 1991 and references there):

(141) a. Max saw a gun near himselhim;. (Reinhart and Reuland 1993, (7a))
b. Max; saw a ghost next to higthimself,. (Reinhart and Reuland 1993, (59a))
C. Max, put the book next to himdhimself,.. (Reinhart and Reuland 1993, (59b))
d.

Max pulled the cart towards higthimself. (Reinhart and Reuland 1993, (59c¢))

Reinhart and Reuland’s own theory fails here, though. lir theory, if pronouns and anaphors are not in
complementary distribution, then the anaphor must be ampkanaphor ((ogophor, in their terminology).
However, as noticed ky Hestvik and Philip (2001), the anephere arenot exempt anaphors; they cannot
takzé?ng-distance or non-phase-commanding antecea®misasting with exempt anaphors inside picture-
NP

(142) (Hestvik and Philip 2001, (2a—b))
a. Clinton’s car carried a picture of himself on the roof.
b. *Clinton’s car backfired/collapsed/exploded behind $eth

Max thinks that you saw a gun near hifthimself;.

(143) a.
b. Max, said that Mary saw a ghost next to hitihimself;.
C.
d.

Max, said that | put the book next to hifthimself;.
Max, told me to pull the cart toward higffhimself;.

What we have with these PPs is a genuine case of nhon-compigmelistribution between pronouns and
local anaphors.

Note also that these PPs have semantic subjects: the prepssire transitiveNear relatesa gunand
its object;next torelatesa ghostand its object; etc. If these two arguments are to be coaefiad, only an
anaphor is allowed (Reinhart and Reuland 1993, 687):

(144) Max saw two guasiear each othefthem;.

a.

b. Max saw two ghosisext to each othef*them,.

(of Max put the booksnext to each othef*them,.

d. Max pulled the cartstoward each othefthem;.

e. Max rolled the carpgbver itself/*it ;. (Reinhart and Reuland 1993, (61b))

These cases follow from the principles as statedo gunsis still in set A when the object of the P is
encountered, because it is an argument of the P. An anaplsirthaunefore be used in order to denote the
subject of the P.

What is not clear is whether the P begins a new argument domtiagtinct from that of the verb. On the
one hand, the P is a predicate that takes two argumentseneitiwhich is the subject. On the other hand,
one of its arguments is also an argument of the verb. The PBdsaanodifier of the event denoted by the
verb.

| therefore propose that the grammar/parser faces indigteesn here. It can choose to treat the P as
beginning a new argument domain, or not. Take the followixeeple:

%Reinhart and Reuland (1993, 686) claim that they can, gilingje said that Max saw a ghost next to hersadfgrammatical
(their example (60b)). However, this does not accord withimwitions, or those reported by Hestvik and Philip (2001).
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(145) Max pulled the cart toward him/himself.

First, Max is put into the local set A. The verb is parsed, and tthencartis parsed and put into set A as
well. Upon encounteringpward, the parser can decide whether to taeard as a predicate that defines a
new argument domain, or not. If it is taken to begin a new agundomain, theMax is moved from set
Ainto set C. In this caséMlax can only be referred to with a pronoun.tdéiward is not taken to begin a new
argument domain, thellax is not removed from set A, and it can only be referred to wittaaaphor. In
either casethe cartis still in set A, and so it can only be referred to with an ar@aph

This accounts for the non-complementarity in PPs as a cageleferminacy: the P can be taken to
begin a new argument domain, or not. The grammar can decigarse it either way. Note that if the
semantic subject of the PP is also a syntactic subject, engnaphor is allowed:

(146) a. They stood next to each other/*them.
b. The rug folded (up) over itself/*it.

This is predicted by the analysis, since the subject of thie iealso an argument of the preposition, and is
never moved out of set

8.6 Exempt Anaphors

As shown by Pollard and Sag (1992) and Reinhart and Reul&$8] 1 certain anaphors are exempt from
the Binding Principles. Chief among these are hanging sopie anaphors inside NPs:

(247) Joha had worked hard to make sure that the twins would be well takee of. As for himself,
it was relatively unlikely that anyone would be interestedhiring an ex-convict who had little in
the way of professional skills. (Pollard and Sag 1992, (8a))

(148) a. [Kim and Sandy]knew thatComputational Ichthyologyhad rejected each othé&r papers.
(Pollard and Salg 1992, (7i))

b. John’s campaign requires that pictures of hims&ké placed all over town.. (Pollard and Sag 1992,

(79))

| have no great insight to add concerning these exempt ansifioo some reason, anaphors are exempt
from the Binding Principles in these types of contexts, agittlgeir reference in some manner other than as
described above for argument anaphors (point of view,.etc.)

Note thaf Reinhart and Reuland (1993) tried to derive théstsiwhere anaphors are exempt: basically,
in non-argument positions. Their theory runs into a numibeifbculties, however, such that this derivation

*There are some cases that initially appear problematit, asithese:

() (Hestvik 1991, 462, (10))
a.  John looked around him/himself.
b. John glanced behind/around him/himself.
C. In the tunnel, John searched above him/himself and belmihmself for an opening.

In these cases, it appears that the subject of the verb igt@sgemantic subject of the preposition, and so the accauen ¢n
the text would expect only the reflexive to be possible. kg#ngly, this seems to be true with these same verbs betrelift
prepositions:

(i) a. John looked/glanced toward himself/*him.
b.  John looked/searched inside himself/*him.

It is possible that the specific prepositica®und behind above andbelowcan take a different deictic perspective, for instance
that of the speaker, and it is this different perspective¢nables a pronoun to appear.

42



does not actually succeed. For instance, anaphors in P&s,and in coordinated NPs, next, do not fit
their theory.

8.7 Coordinated NPs

Coordinated NPs raise a problem for Reinhart and Reulahd@ry that the current approach solves. Con-
sider the following:

(149) a. Max said that the Queen invited both Lucie and himghelf tea. (Reinhart and Reuland 1993,
(290))

b. The Queen invited both Max and myself for téa. (ReinhadtRauland 1993, (29b))
C. The Queeninvited both Max and herseglto our party. [(Reinhart and Reuland 1993, (30a))
d. *The Queeninvited both Max and herto our party. [((Reinhart and Reuland 1993, (30b))

Coordinated NPs must be a context where anaphors are exbegatiise of_ (149a—b). 16 (149a-b), the
anaphor does not have a local commanding antecedent. Hovaeaphors and pronouns are still in com-
plementary distribution with a local antecedent(in (149c—d

Reinhart and Reuland (1993) are forced to give a convolutedumt of this pattern, involving syntactic
versus semantic predicates, and the different Bindingciplies holding differentially over the two types of
predicates. None of this is necessary in the current accthenfacts simply fall out. First, Principle B says
that if an NP is to be coreferential with the local subjectgoy NP in set A), it must be an anaphor. This
rules out [[14Pd) and permits (149c). However, an anapharaiy@ears inside an NP can be exempt from
Binding Condition A, as discussed above. This means thatraphors in(149a—b) do not need to refer to
a discourse referent in set A, amd (149a-b) are grammatical.

It is worth highlighting the problem for Reinhart and Reuddrere. In their theory, in any given context,
either anaphors and pronouns are in complementary distniwor else they are not and the anaphors are
exempt. This is not true in PPs and in coordinated NPs: in &Rghors and pronouns are not in comple-
mentary distribution, but anaphors are not exempt. In doatdd NPs, anaphors are exempt, but anaphors
and pronouns are not in complementary distribution. Retrdred Reuland’s theory fails to account for this
pattern. The current account captures it without difficulty

8.8 Possessors

Possessors have always raised particular difficultieshieories of anaphora. In English, a possessive pro-
noun may refer to a local antecedent:

(150) Max lost his keys.

This violates many formulations of Principle B, includirigetone here.

Many languages have possessive anaphors. English happtetos mhis seems to be relevant. In some
languages, including older stages of English, there jusharanaphors for particular persons, and pronouns
can refer to local or non-local antecedents. It appears torbeial that the language have contrasting
anaphors and pronouns for a given context. One way to apptbécis to reformulate Binding Principle B
in the following way:

(151) Binding Principle B:
If a newly processed NP N is to be interpreted as denoting @udise referent R already in set

A, then N must have the form of a local anaphor. If there is rmal@naphor appropriate to the
morphosyntactic context, then Minimize Restrictors.

In this reformulation, a pronoun will be used if there is najgimor available for the morphosyntactic context.
Possessor position is one such case in English.
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8.9 Summary

Principles A and B, like Principle C, depend on precede-emmdmand, not c-command. They can be
incorporated into the left-to-right model quite easilydahe particular way that | proposed to incorporate
them has the advantage of accounting for several recaititnats. It also accounts for a newly discovered
fact, namely a discrepancy between Principles B and C in \@Pdioatiori2]

9 Conclusion

This paper has shown that c-command is not the relation th@hrof syntax depends on, as previously
assumed. The Binding Principles, in particular, requirecpdence and phase-command, not c-command.
Reformulating c-command to use the notiorer€lusion(Chomsky 1986) rather than “first branching node”
is not sufficient; that reformulation still requires thepsiiation that PP nodes do not count, and precedence
in addition. (It also runs counter to most of the attemptsddwe c-command from the workings of the
grammar; see the works cited in the introduction.) In cattrarecede-and-command falls out naturally
from a view of syntax where sentences are built left-totigihase-by-phase. It also has the conceptual
advantage of bringing the Binding Principles under the gw\wof phase theory, linking them to cyclicity
and all the other phenomena captured by the notion of phés@so explainswhy PP nodes do not count,
rather than stipulating it.

The Binding Principles are not the only syntactic phenoniiiad are thought to require c-command.
In section_Z.B, | mentioned one other one, binding and weassowver, and showed that c-command is not
relevant there, either (see also Barker 2012). Severat ptirenomena have also been thought to depend on
c-command, for instance tleach. . . the otheconstruction, negative polarity item (NPI) licensing, aogbe-
riority. Like binding and weak crossover, none of these abfwlo require c-command, but in the interests of
space | will not attempt to show this here (see Hoeksemal 2000R3 licensing, and Shan and Barker 2006
and Bhattacharya and Simpson 2007 for issues with suggjioriwill briefly mention syntactic movement.

Syntactic movement has long been thought to refer to c-camdmia that a moved element must c-
command its trace (Fiengo 1977). It does not appear thatdtjisrement can be replaced with precedence,
given the existence of heavy shift and extraposition, anaihgr rightward movement phenomena (which
| assume exist, contfa Kayne 1994). Precede-and-commamefdhe does not appear to be the relevant
constraint, nor does precedence by itself. However, pbasenand might be, and if it is, we can do
without c-command entirely.

At least two movement phenomena have always been problefoat c-command condition on move-
ment. The first is raising to object of P, argued to exist inlBhg(Postal 1974, Postal 2004, chapter 2),
Greek [(Joseph 1979, 1990), and Irish (McCloskey 1984; sae lehyne 2004). Some English examples

2’0One question, raised by a reviewer, is whether the curremgsal accounts for cases of overlapping reference, \ike like
me(Postal 1966). These follow from the account, since theadRdds the speaker to set A. To refer to the speaker, then, la loca
anaphor must be usedWe like myselis ruled out because of a syntactic agreement conditiorsuras. The end result is that
such propositions are ineffable. In contrad® read my bools acceptable (Fiengo and Higginbotham 1981), becausa,dbare
is no local anaphor for the syntactic context.

A second question, raised by a different reviewer, is howctmant for the following contrast, from Davies and Dubing¢R003,
(60a-b)):

(i) a.  Whydid you send me that letter about yourself/you?
b.  Why did you write me that letter about yourself/*you?

| disagree with this judgment, and fiydu perfectly acceptable in (ib). I also find many similar exaaspbn the web (e.gHow
do you write a letter about you8n Wiki Answers). However, there are similar cases with almatoonger judgment of obviation:
for instance, iryesterday’s operation on heher cannot be understood as both the surgeon and the patiestikitly that certain
nominals (and other categories) have implicit argumerasale activated in the discourse model, which then act fiyeoaert NP.
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appear below, illustrating a standard diagnostic for ngishamely expletives:

(152) (Postal 2004)
a. Amanda relied on it to be evident that the bomb would nobbed.
b. Amanda depended on it not to sleet.
C. We can’t depend on there to be enough beer to keep all therggihappy.

Constituency tests like movement and coordination showttiere is a constituent consisting of the
preposition and the raised NP:

(153) a. On whom can you count to listen to you when you reabuanto talk?
b. You can rely on him and on her to be discreet.

Given that the first branching node dominating the objecheffdreposition dominates only the preposition
and that object, it is impossible for the object of the préjms here to c-command its trace. It does
phase-command it, though; hence phase-command, ratmec-t@mmand, might be the right constraint on
movement.

The other movement phenomenon that is problematic for crtand is head movement, which again
does not c-command its trace if it is an adjunction operatamit is in most conceptions of head move-
ment). Numerous responses to this problem have been qffsced Baker's Government Transparency
Corollary (Baker 1988) to the denial that head movement astastic operation exists (Chomsky 2000);
see Matushansky 2006 for recent discussion. Another wayobdrig at head movement, though, is to view
it as indicating that movement is not subject to a c-commangdirement, after all. Perhaps phase-command
is the relevant condition.

Given these exceptions to c-command, it is worth exploritgthver syntactic movement is sensitive to
phase-command rather than to c-command. Phase-commandlisnore permissive than c-command, and
would even allow phase-internal lowering. Classical affipping (Chomsky 1957) might be an instance
of this, and other cases of lowering head movement have akso argued to exist, by Brody (2000) and
Abels (2003).

Whether or not we can get rid of c-command entirely, this pdygs shown that the problems for c-
command are insurmountable in the domain of the Bindingdfyies. Precedence, in contrast, plays a
primary role. This means that linear order must be deciddyg #ethe syntax, at Merge. Merge must create
an ordered set: Merging two elements, A and B, creates €igh&) or (B,A). In addition, one of Aor B
becomes the label of the set (again, [see Chomsky| 2000 and subskquent literature). So, Merge of A
and B creates one ofA,B), (aB,A), (8A,B), or (gB,A). Under this view, precedence is encoded at Merge,
subject to headedness and selectional patterns of thedndhManguage, or universal constraints, whatever
they are determined to be.

Note that building in precedence at Merge does not add muaiplexity to the grammar of Merge,
and precedence has to be encodemewherén the grammar, in any theory; the question is simply where.
In this paper, | have shown numerous empirical facts thateafgr this early computation of precedence,
where the syntax can make use of it.
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