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1 Graph Based Optimization

1.1 IMU State Definition

Each of our poses is defined by a IMU state which is parameterized by the following 16 x 1 vector:
T

vi by “p]] (1)

where the quaternion écj represents the rotation from global to the IMU, the velocity is of the IMU
seen from the global frame, position is of the IMU seen from the global frame, and b, and b, are
the gyroscope and accelerometer biases respectively.

To perform state estimation, we need the define our error state that will correct the current
state estimate during each update step. Note that special care needs to be taken to use a multi-
plicative error model for the quaternion. We can define the minimal representation error state as
the following:

XI_[GqT bT G

5= 1507 =T coT =7 a=7]' 2
x=1L66" b, %] b, °p] (2)

where the quaternion error is defined by the 3 x 1 error vector defined as the following [1]:
sq=qoq ' ~[Ls07 1] (3)

1.2 Plane State Definition

Each plane is a single 3 x 1 vector representing the closest 3D plane point to the current frame.
This “closest point” plane representation can be found in detail in in Section 2. We can define the
following state and error state for a given plane:

xq = °II (4)
5(1‘[ = XJ1 — )A(H (5)
=61 - °11 (6)

where the left superscript denotes the frame of reference the plane is seen from.

2 Closest Point Plane Representation

2.1 Representation Formulation

We choose the following plane representation:
“Tl(x)
“IL = | “Ti(y) (7)

GH(Z) 3x1

where CII; is the closest 3D plane point to the current frame of reference. This representation can
be related to the “conventional” Hesse representation through the following mappings:

-
fromND ([GnT Gd] ) . OI1=%n % (8)
G 1 11
toND (CTI ) - M| /Cl()?+CM(y)>+5T(z)2 9)
Gd \/GH (2)2 + CTI(y)2 + CTI(z)2
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2.2 Singularity Discussion
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Figure 1: An example situation where the local plane parameter “II is well defined while the global
plane representation “II is ill-defined as the found plane intercepts the global coordinate frame. We
show that this measurement, ZII, is not ill-defined if it remains in the local sensor reference frame.

The above representation has a singularity when the value of “d approaches zero. Any plane ¢TI
that intersects our frame of reference {G} will be represented as the same zero vector regardless of
the plane’s orientation since the closest point on that plane is at zero. This singularity can cause
an issue if the plane is represented in a “global” frame of reference. An example failure case is if
the system detects a plane in its local frame of reference that when transformed into the global
frame intersects its origin (see Figure 1).

This issue can be avoided by ensuring that the planes are represented in their first seen frame
of reference, in this case the local frame {L}. We argue that this singularity is well suited in the
case of plane estimation using range based sensors (e.g., LIDAR and RGBD cameras) since planes
extracted from these sensors should not be ill-defined when represented the local sensor frame.
Zhang et al. [2] also noted that planes that are close to intersecting the sensor frame should be
consider “unreliable” if found and discarded.

3 Point Cloud to Plane Compression

From a range based sensor, we have a set of 3D points, {PT}, that belong to a plane in the state.
To leverage this possible large point cloud, we would like to first compress this set of 3D points into
a local measurement of the plane parameters. This local plane measurement can then be inserted
into the graph as a measurement of the estimated plane. Given a set of unorder points, we can
calculate the local parameters as follows:

2

L . L
IT" = argmin ri(“II) H (10)
L1 ; ’ W, (L)
n 2
. L, TL L
= argmin ‘ n'“p,;— dH (11)
e, ; m W; (L1I)
n Ly T 2
: 11 L LTTr ! L
= argmin ———"p,,; — VIMI'II (12)
LII ; \/LHTLH me W; (LII)
n || LT 2
. 1) LTy
= argmmz ﬁ P — 71| (13)
I =1 H H WZ(LH)
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where we define r;(-) as the residual of a measurement i, W;(*TI) as the information matrix of the
noise that corrupts the i’th measurement (see Appendix A), “IT as the point on the plane that
that is the shortest distance to that plane in the local frame, and mew i € {PT} is a 3D point on
the plane seen from the local frame. This cost function minimizes the scalar difference between the

point mei projected onto the plane normal, ‘n = I and the shortest distance to the plane,

o |-’
Lj_|L
d = [|*TI|.
We minimize the cost function using the Gauss-Newton method of iterative linearization of the

residual about the current best estimate. Formally, we solve for the correction vector, Lﬁ, to our
linearization point “II:

~ n - 12
Ltr* . L¥ym L
" = argmin Hr N R=RaT | H 14
iy || ot [ (1)
n ~ 112
. LT L
~ar mlng ri(“II) + J; HH 15
%ﬁ ¢=1H (*1D) Wi (L1I) (15)

where J; is the Jacobian of the residual in respect to the local plane error state (see Appendix C):

8 T
= (16)
~T ~T
_ lpys B (LpT‘LH) I B 11 (17)
| £11]| " [t 8 S{ R [E W

From Appendix B, we know that by taking the gradient of the linearized cost function, equation
(15), and finding where it is zero gives us the following correction vector:

n -1 n
I =— (;JZ Wi J,~> (Z;JZTWZ« ri(LfI)> (18)

Using equation (18), we can update our current estimate. For each iteration we compute the
weights, Jacobians, and update till we converge to a solution. We update our current estimate
using the following linear update function:

A (19)

In summary, using the set of 3D points, {PT}, we have calculate the local plane parameters and
its covariance matrix and will define them as the following:

LTI = "I + npg (20)

where nyp ~ N (0, Pry) (21)

n —1
where Py = <ZJZ Wi JZ») (22)

i=1
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4 Anchor Plane Graph Factor

{L} L1

b Y

Figure 2: Pictorial view of a plane seen in the local {L} frame which can be transformed into its
anchor frame {A} in which we know we have a well-defined plane representation that can be used for

optimization.

We now have the local plane parameters seen in the local frame of reference at time k& and would
like to update the value of the global plane parameters in the state. It is important to note that
this is not a simple coordinate transform of a 3D point. Each frame of reference has its own closest
point on the plane, thus, the plane representation in the local frame {L} will not be the same as
{G} or {A}. We can define the following equation that will map the plane seen in the local frame
into the of the anchor pose. We define the coordinate transform between the anchor frame, {A},

and local frame of reference, {L}, as:

In] T LZR 0] [*n
i) = [ 31
where the relative transform is defined by:
AR =£R R
“p, = ¢R(%p — “pa)
Using equation (8), we can defined the combined measurement equation as the following:
LTI = h(x4, %1, toND(x17))
= (ﬁRAn) < — ApzAn + Ad>
= LR d — LR4n"p] “n

)
_ER ARt ER AR (AR (-~ %p,)) n

.
ARTA A, Ly ARTA ARTA
¢RGRnd - ¢R GR H<GPL - GPA) GR “n

R AR™nd — LR AR ™0 p] ARTn+ LR ARTn%p] AR n

L
G
L
G

R éRT (AnAd _ Ansz éRTAn i AnGpX éRTAn>
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The above equation maps the anchor plane representation, 4TI, into the local, “II, where 4n and
4d can be found using equation (9). From here we perform a Taylor series expansion to linearize
the measurement function:

Zm = h(xa, X1, toND(x11)) + ny (33)
= h(f(AEB)EL,&LEIE!)EA,toND(}EH—l—iH))—|—nH (34)

Our estimated error in the error states is zero, giving us the following Taylor series:

. . . Oh . Oh -
~ h(x4 B0,x; BO,toND(x1 + 0)) + — (X4 —0) + — (xz — 0)
0X 4 l%a %1 %11 OXp, 1% .%L %1
Oh 0 toND(+) -
+ 7) —_— Xnp—0)+n 35
0 toND(+) [%a4,%0,%0  OXp1 &A,&L,ﬁn( 1 ) = (35)
Oh Oh
~ h(ka, %7, toND(x11)) + — %4) 4+ — %
( AL ( H)) 0% A ﬁA7f<L,5<H( A) oxr, 5<A,>A<L,5<n( L)
oh 0 toND(+) -
4+ — _— Xm) +n 36
0 toND(+) [%a,%0.%0  OXq1 ch,&L,scH( m) 1 (36)
~ h()A(A,)A(L,tOND()A(H)) +Hsx4+Hp x1, + Hy,yHpp Xqp + npg (37)

where toND(-) is defined by Equation (9). Taking the expected value we have the following expected
measurement:

E [Zm] =K [h()A(A,}A{thND()A(H)) +Hiax4+Hp x;, +H,JHy X + nn] (38)
Z = h(}A(A,)A(L,tOND()A(H)) (39)

The Jacobians are defined by the following (see Appendix D for derivations):

Hy = Ha; HA2:| (40)
L 3x6

H; = H;; HL2:| (41)
L 3x6

H,, = H, Hd:| <42)
L 3x4
Hin

Hy — (43)
Hi
L 4% 3
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AT AT AT
Hy = éR éR (’L‘mGp—Lr éR LAn ><J — AnGpX éR LAn ><J

— LAnAd x| + [AnGp—lL— éRTAn XJ - LAnGpX éRTAn XJ ) (44)

HA2 = éR éRTAn AnTéR (45)
H;, = [ LR 4RT (AnAd —4n%p] AR"4n + 4n%p) éRTAn> XJ (46)
H;, = -5RAR™n n"4R (47)

H,=¢RART (Ad ~ %] 6R™a+ %) éRTAﬁ)

+ER AR (- 44Cp] RT +4aCp) 4R (48)

H;=L:R ARn (49)

Hp = ! <I3><3 —“4h AﬁT) (50)
Ad

Hyp =44’ (51)

5 IMU to LiDAR State Transform

As of right now we have assumed that the IMU and LiDAR states have co-sided. This is never the
case in practice due to having physical sensors. Our graph will stores IMU states since preintegration
measurement require the state to be in the same “intertial” frame of reference as the acceleration
and angular velocities, while all plane measurements are in the LIDAR frame of reference. We can
transform from the IMU state to the LiDAR state as follows:

LR=IRLR (52)
GPL = GPI - éRT %RTLPI (53)

where fR and p; are the rotation from the IMU to LiDAR frame and the position of the IMU
seen from the LiDAR frame, respectively. These could be calibrated online, but in this work we
consider that theses transforms are known beforehand. We find the Jacobians of the above LiDAR
states in respect the IMU state as:

r oLe Lo
oe 90 505,
el I
H;, = (54)
%P %P
L O3x9 Ho=t
L 850 a Pr 6x15
LR O3x9 O3x3
= . (55)
I [ LpTL
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The derivations for the above equations can be found in Appendix E. This Jacobian should be
chained with the Hj;, and H4 Jacobians from Section 4 to convert them to be functions of the
estimated IMU states.

6 Initial Plane Graph Factor

We treat the first frame that a plane is measured from as its anchor. This first reading of the plane
is a direct reading of the plane parameters we want to estimate, thus we can define the following
factor:

ATL = AT — 10, (56)
where ¢TI, is the measurement measured from the first frame and ATT is the current estimated

value of the plane. It is important to note that this measurement is only a function of the initial
reading and define the Jacobians as the following:

H, =I5 (57)

H, = 03x15 (58)

7 Plane Correspondences

Outside of simulation, finding the correspondences between the planes presents a challenge. To
overcome this, we calculate the Mahalanobis distance between a new local plane measurement and
each of the currently estimated planes. If the minimal distance squared is smaller then a three
degree-of-freedom chi-squared test then the two planes match.

1. First compute the joint covariance P ; of the anchor state, local state, and anchor plane.
P ; = gtsam.jointMarginalCovariance(X (anchor), X (local), P(plane)) (59)
2. Compute the residual covariance matrix of the current measurement given all previous mea-
surements of this plane.
S=HP;H' +Rp (60)
3. Compute the error of the current measurement and the current estimate of that measurement
transformed into the local frame:
="rm-rn (61)
= (ﬁRAn) <Ad - ApI“‘n) - (62)
4. Compute the Mahalanobis distance squared.
p="m' s (63)

5. After computing the above distance squared the minimum will be the best plane correspon-
dence to the new measurement. To check if the plane is “close enough” to the currently
estimation plane, threshold on a 95 percentile chi-squared distribution for a given three de-
grees of freedom.

if (D < chi_squared_table[3]) : accept correspondence (64)

else : measurement is of a new plane (65)

RPNG-2018-LIPS 7



8 Continuous Preintegration

8.1 Inertial Measurement Model
We model the linear acceleration and angular velocity inertial measurements as:

Wy = w + by, + 10y, (66)
a, —=a+b,+n,+ éRGg (67)
where ©g is the gravity in the global frame, w is the angular velocity, a is the linear acceleration,

and n,,, n, are the continuous measurement noises. The underlying standard IMU dynamics are
given by [3]:

IGq = iﬂ(wm — by — nw)é‘q (68)

b, = nyp (69)

%, =S%R(a, —b, —n,) — g (70)

ba = Ngp (71)

“pr = vy (72)
where n,, ng are the random walk noises and () is:
[ lwx)  w

aw) =[x (73)

8.2 Continuous Preintegrated Measurements

The key idea of continuous preintegration [1] is to factorize the resulting integration of equation
(68)-(72) between two LiDAR timesteps:

1
Cpri1 = “pp + Cvi AT — iGgATQ + YRF oy (74)
Gvk+1 = GVk — GgAT + ngﬁkJrl (75)

Gla= aeéa (76)

where AT is the difference between the bounding LiDAR pose timestamps (tz, tg41) and *agy 1, * Byt
are defined by the following integrations of the IMU measurements:

te41 S
Foy 1 = / "R (ay, — by — n,) duds (77)
tr ti
(2N
kBkJrl = / ﬁR (am — b, — na) du (78)
ty

We note that the preintegrated measurements, *a 1, *Bri1, ﬁ“(j are dependent on the true biases.
This dependency is addressed through a first order Taylor series expansion about the current bias

RPNG-2018-LIPS 8



estimates by, and b, at time t:

(Lo’
kak+1 ~ kakﬂ + = 8ba baAb + aT Abw (79)
op
k
A a a1 A w
Bir1 =B + —— b, 5. b, + b 15, b (80)
2= q(Ab,) @it (81)

where Féup 1, kBkJrl, +17 are the preintegrated measurements evaluated at the current bias esti-
mates. In particular, k'Hq can be found using the zeroth order quaternion integrator [1]. We define

the quaternion which models multiplicative orientation corrections due to changes in the linearized
bias as:

0y 6Ll
Q(Abw) = | llel HGHQ (82)
COS ~—5—
0q _
0= b, |5, (bw(k) — bw) (83)

where Aby, 1= by — b, and Ab, := bo) — b, are the differences between the true biases and
the current bias estimate used as the linearization point. The new preintegration measurements
can now be computed once and changes in the bias estimates can be taken into account through
the above Taylor series. The final measurement residual is as follows:

2vec (qu QLTI ® ],zﬂfifl ® CﬂAbw))
by (k1) = Pu(k)

’éR(GVkH — Gy + GgAT)
~*Bri1 — g ’ Ab, — 5t 5. Abw
bai+1) — Pac)

’E;R(kaﬂ —“py, = CViAT + %GgAT2>

kx o) o)
iy — f‘ Ab, - f|  Ab,
U)

where vec(+) returns the vector portion of the quaternion (i.e., the top three elements) and the bias
errors are the difference between biases in the bounding states.

We use combined continuous preintegration factors that included both the inertial and bias
errors together and relate to the full 15 degree-of-freedom state (see Equation 1). This combined
continuous preintegration factor better models the measurement error state dynamics due to bias
drift over the integration interval.

8.3 Continuous Preintegrated Jacobians

The analytical Jacobians needed for graph optimization, bias Jacobians, and closed-form prein-
tegrated measurements are included in the preintegration technical report [5] where the above

RPNG-2018-LIPS 9



Jacobians correspond to the following equations:

gg‘; , = Equation (19) (84)
Do _ = Equations (53)-(58),(84) (85)
0by, b
gfa h = Equation (49) (86)
96 _ = Equations (59)-(61),(84) (87)
Oby, Ib,,
91 _ = Equation (81) (88)
Oby, Iby,

8.4 Continuous Preintegrated Covariance

To find the covariance of the above residual, we can look at the continuous IMU error state dy-
namics. Consider the time ¢, € [tg, tx+1]. Defining f_lv% as the rotation from the IMU frame at ¢, to
the beginning IMU time ¢, a as the corrected acceleration (a = a,, — Ea), and w as the corrected
angular velocity (@ = w,, — by,), the linearized measurement error state system can be defined as
the following:

259 — LGJXJ —13 03 03 03 ;(50 —I3 03 03 03 n
ob,, 03 03 O3 03 03 ob,, 035 Is 03 03 “
k5B, | = |-fRlax] 05 03 —FR 03] |%68,|+ |05 05 —FR 04| |™™
Sb, 03 03 03 03 03| |db, 03 03 03 I3 B
kS, 03 05 I3 03 03] [Foa, 03 03 03 05 -
—~ $=TFr+Gn (89)

It can be noted that the above is equivalent to the standard VINS error state propagation equations
in the local frame of reference [(]. Based on the above equations, we can define the state transi-
tion matrix ®(t,41,t,) which describes how the error transitions across the measurement interval
[trytr+1] C [tk,tgr1). Starting with covariance Py = 015x15 we perform the following propagation
for all IMU measurements in the preintegration interval [tx, txt1].

P7'+1 = (I)(t7'+17 tT)PTcI)(tT—i—l; tT)T + pr

tri1
Q. = [ Bt GG Bt i1, 0)

where Q. is the continuous time noise covariance matrix. The final covariance of the preintegrated
measurement is the ending cumulative covariance Py .

RPNG-2018-LIPS 10



Appendix A: Gauss-Newton Plane Weights

Our sensor provides noisy 3D points that lie on a known plane. We model the noise in these 3D
points as the following:

"o =0 + 1y (90)
where n, ~ N (0,Ry) (91)
o2 0
Ry= |0 o2 0 (92)
0 0 o,
4 X3

Using the above noisy measurement we can write the following measurement function:
Zm = h('TI, ny) (93)
Taking the Taylor series givens the following;:
Zm ~ h("TI,n,) + J; “TI+ H,, n, (94)
Taking the expectation given the true state gives:
Eiqp [2m] = Ergg [h(LfL n,) +J; ‘Il + H, n, (95)
#m = h("TL, n,) + J; FTI (96)
Finally we can calculate our covariance of the above measurement given the true state “II:
Evg | (2 — 2 ) (Zm — zmﬂ = Eipg Kh(Lﬁ, n,) +J; ‘Il + H, n,
— (L) — 3, Lﬁ) ( : )T} (97)
T
= Ei| (Homy) (H, ) | (98)
—H, R;H' (99)

Giving us the following final equations:

Wi (LTI = (Hn RdH,Iy1 (100)
i .
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Appendix B: Gradient of Gauss-Newton Cost Function

Ltr* L L1t
" = aremin Hr I | L1 H 102
an §1j ' (102)
n . 112
. L L
~ argmin }_ || ri(“T1) + 3, HH 103
o~ argmin g (7‘1 I + 3, Ll'[) Wi (rz(Lﬁ) +J; Lﬁ) (104)
LH =1

~ ar§m1nz (rl LI TW; 7;(PT) + s (PT1) TW;(J; LTI)

s + (35 I TW; ra(MT) 4+ (3 P TW(, P (105)
~ ar§mmz <rl LEL) "W, vy (FTT) + 2 73 (PI0) T W3(J; IO

’ + (3 ) TW(3; M) (106)

The above cost will be minimized when the gradient of the cost function is zero. Thus we take the
gradient in respect to our optimization variable AFTI:

o LTI
+ ZnXWi 3T 3 MLt Z ITWiI) LI (07)
= i=1
S SRS
P
t+ Enj (W 307 3+ 3] (W, 3)) L (108)
:Zn: 2 (W; 3;) Tri(VI0) +Z( (37 W 3)) M (109)
P
—an (2 3w Jz‘)> = Zn:Q (Wi J;) Ty (M) (110)
i=1 i=1

ir=— (zn:2 al w; Ji)> (Zz Wi 3)Tr LH)) (111)

=1

. 1
- (Sarwa) (Sarwnem) 2
=1

i=1
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Appendix C: Plane Measurement Compression Jacobian

Our sensor provides noisy 3D points that lie on a known plane. We model the noise in these 3D
points as the following:

"Pmi = "Pi + 1y (113)
where n, ~ N (0,Ry) (114)
o2 0
Rq=|0 o 0 (115)
0 0 oZ],.,

Using the above noisy measurement we can write the following measurement function:

zm = h("IL, ' p;) (116)

= —"p; — |11 (117)

= (“pui —my) — |IMTH| (118)

~T . - LﬁT
= ——"Ppi — [|"I[| = —=-m, (119)
IFI]| [y

We can take the the derivative of this function in respect to the error evaluating it with noises at
zero and all values at the expected:

0 ~ 1 ~\ 0 1 0 ~
Ji=——|"p. I — |+ [ Ep) AT )| ——= | —— | - —=(||*11 120
wn<p )(wmo oo ) o )~ (VT 020

LT LTI

:—A—(p-ﬂ) S (121)
|| FIT]| A 13 v (a3 v
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Appendix D: Anchor Plane Factor Jacobians

D.1: H, Jacobian

L= LR ART (AnAd —AnCp] ART4n + “np] éR”n) (122)

We perturb the rotation as follows
g (1 0a)) 2
(AnAd ~“nSp] ((1-(00x]) 4R) 4n+ *nCp] ((1- 6] ) éR)TAn) (123)
~LR gRT(n 156 )

(AnAd —4n%p] éf{T (I + (66| >An +4n%p ] éf{T (I + (00| )An>

(124)
AT
—ER AR (14 |96x) )
(AnAd —An%p] éﬁTAn —4n%p] éRT 106% | “n
+4n%p} éﬁTAn +4n%p} éﬁT |00 | An) (125)
AT
=LR AR

AT - T
(AnAd —4n%p] AR “n—“nCp] AR |[66x]|“n
AT AT
+4n% AR “n+n) AR |66%]|"n

4 160% | 4ntd — |60% | nCp] AR “n + [60x | nCp), grf%) (126)
I+ LR AR ( —AnCp] AR [60% | n + 4nCp] AR [60x ] 4n

+ [06x | *n?td — [60x ] “np] éRTAn + [06x | *np} éRTAn> (127)
LI+ LR AR (Ansz AR' [“n x| —“4n%p) 4R’ |*n x|

- LAnAd x|+ [Anepz éf{TAn ><J - {AnGpX éf{TAn xJ )50 (128)
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Thus, we have the following;:

AT AT AT
— = éR éR (Ansz éR LAn ><J — AnGpAT éR LAn

x]

LT AT
— LAnAd ><J + [AnGp—Lr éR An XJ - LAnGpZ éR An XJ)

We perturb the position as follows:

LE+ “IT = LR ART (AnAd —An Cpl AR n + 4n(Cp, + p )T éRTAn>

_ éR éRT <AnAd _ Ancpz éRTAn i AnGIA)X éRTAn 1 AnGIﬂ éRTAn)

|
“
=
_|_
Q-
~
n
=
_‘

(Ant)X éRTAn)
— L4 AR AR (Mn (AR T40) ),
=M1+ (R 4RTn 0 4R )%,

Thus, we have the following:

— = éR éRTAn AnTéR

D.2: H; Jacobian

LI = LR ART (AnAd — AnGpl ART4n + 4nCp

We perturb the rotation as follows:

T éRTAn>

M+ U= (T 00%) ) R ART ()

— LTI - [66x| LR gRT(.-'

)

=M+ | ERART()x | a0

Thus, we have the following:

S5 = [ LR ART (AnAd — An%p] AR 4n + 4n¢
G

PA éRTAn) XJ
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(130)
(131)
(132)
(133)

(134)

(135)

(136)

(137)
(138)

(139)

(140)
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We perturb the position as follows:

ML+ M = SR AR (“ntd — *n(@p, +9p,) T ART4n + nCp] 4R n)

— LR ART (AnAd —AnGpl ART4n

— "I+ ER 2RT(~“n%p[ 4R “n)

:Lﬂ+éRéRT<—

n (4R74n)T)%,

=M1+ (— R R0 "nT4R)%p,

Thus, we have the following;:

0h

2 %pyp,

_ L ApTA_ A _TA

D.3: H,,; Jacobian

Ly = LR ART (AnAd ~AnCp] ART4n + 4nCp] éRTAn>

We perturb the normal vector “n as follows:

UL P = LR ART (%8

A)Ad — (“h+“4n)%p] AR (YA +“h)

+ (*a+4n)% TART( n+Aﬁ)>

— T+ LR ART (AﬁAd _ARGp] ARTAR — ApCpl ARTA4

+45%p] ART44 + 44

— I +LR AR (Ad —ARGp] ART _ GpT ART4j

Thus, we have the following:

+Aﬁc;p; éRT G T ARTA ) i

_Ant)z éRTAn+ AnGpl éRTAn)

-G Ix éRTAﬁ>

R éRT (Ad _ Aﬁcpz éRT G T ARTAn + Aﬁapg éRT + Gpg éRTAﬁ)

— LR ART (Ad Opl ART4h + Ppl AR 44 )

+¢R éRT( — 4% 4R" +40%p) éRT)

We perturb the distance 4d as follows:

LYy 4 Lff — éR éRT (An(Ad I ACZ) _ Anapz éRTAn i Anszg éRTAn)

=M1+ (ER 4RTn)Ad
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(142)
(143)
(144)

(145)

(146)

(147)

(148)

(149)

(150)

(151)

(152)

(153)

(154)

(155)
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Thus, we have the following;:

Ahd =LRAR“n (156)
D.4: Hy Jacobian
A 1 A
n _ \/AH +AH )+AH(z)2 (157)
Ad VATI(2)2 4 ATI(y)2 + ATI(2)2
We can take the element wise derivative to get the following:
[ A (y)? + T1(2)? B A () T (y) AT (2) M TI(2)
(AM(2)2 + AT(y)? + ATI(2)2)2 (AT(2)2 +AT(y)? + ATI(2)2)2 (AT(x)2 +An<y> +AT1(2)2)2
0%n | A (y) () Al(2)? + T1(2)? Al (y)TI(2)
OATL | (ATI(x)? +AH< )24 AI(2)2)7 (ATl(2)? + AT(y)? + AT0(2)2)F (AT(2)2 + AT(y)? + AT0(2)?) 2
B ATI(2) () B ATI(2)TI(y) A (2)? + TI(y)?
[ (AT(2)2 + AT(y)2 + AT(2)2) (AL(2)?2 + ATI(y)? + ATI(2)2)2 (A(x)2 + ATI(y)? + ATI(2)2)2 |
AN(y)? + AI(2)2 —AH(2)AT0(y)  —A(2)AT() |
aj = = : 5| —A(y) (z)  AT(z)? + AT0(2)2 —ATI(y)*T1(2)
O (Mm@ + A2 + )
| AT () —AT(2)A(y)  ATH(2)? + AT (y)?
A2 0 o [ Am@?  AN@)AT(y) AN(z)ATI(2)]
1 N
=am|| 0 A0 A(y)M(z)  AT(y)?  AT(y)*TI(2)
00 A2 [MT()M(z) AT(2)T(y)  AT(2)? |
= Ald (ngg — AnAnT)
A
SAH Ald (ngg _Aj Afﬁ) (158)
We can then take the element wise derivatives in respect to the distance scalar.
0 4d 1
AT VAIL(2)? + ATL(y)? + AL(2)? [AH(:”) A(y) AH(Z)] (159)
=4l (160)
0 Aﬂ =4al (161)
0 ATI
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Appendix E: IMU to LIDAR Transform Jacobian
E.1: 050 Jacobian
tR=IR[R
We perturb the rotation as follows:
(I— Léexj) LR =R (I— Ld@xj) LR
=IRIR-IR [06x|LR

—IRIR-IR |06x|IRT IR LR

Thus, we have the following:

oL6
e
G
oL
aGG~ 03x3

E.2: 9°p; Jacobian
GPL = GPI - IGRT %RTLPI
We perturb the rotation as follows:
%py+ 9By = O — ({1~ [90x)) 4R) FRT"p,
=p; - éf{T <I + [66%] ) 7R p;
=%y — éRT [60%] R "p;

=%, +LR L}RTLpIxJ 50

AT
LR [IRIp, x|

We perturb the position as follows:

. _ . . T LpT
b+ % =%+ %, - LRT IR,

=%pL+“p;
o%p, I
3Gf)1 — 133
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(165)
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(167)

(168)

(169)

(170)
(171)

(172)

(173)

(174)

(175)

(176)

(177)
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Appendix F: Analytic Jacobians for Quaternion Representation

F.1: Quaternion Representation

The plane can also be represented by the a quaternion §,, and the relation with the plane normal

direction n, and plane distance d, as:

"olad 1@ |dr
Therefore, we can use the error states 00, for quaternion to represent the plane, that is:
156 -
Gr = {2 ) ”} ® dx
Note that the Jacobians w.r.t. the quaternion error states can be written as:

_ S =~ %607-( S
= Gqn + qr = & Gr

1
N = %5071' ® 2 413 + qv % 07r
Q’Tl' - 0 qﬂ' - _qv
500 03><1:| |:03><1:| [Q4I3 — Qv —Qv] =
= + - ®q, = + N R -
[ 1 ] [ I © 0 1 a, a7

F.2: Measurement Noise Covariance

Consider a point ps on the plane, then we write the plane measurement as the following:

z=h ((jﬂ' ; np)
=q, (Pr+10y) — @
We linearize the above equation and get:

7~ H,60, + H,n,

H 07 @ OGx
T 850 B(jﬂ 000,
_—
On,
where:
0z AT
— = -1
85% o 1 quls + LQUJ
060, 2 —-q,
0z AT
o, ~ W

(178)

(179)

(180)
(181)

(182)

(183)
(184)

(185)
(186)

(187)

(188)
(189)

(190)

We can minimize the difference between each point and the quaternion representation to get the
optimal plane parameters. After optimization, we can get the measurement covariance, R, by

looping over all measurements to compute the following:
—1
-1
R, = (Z H, (H,WiH])) Hm-)
i
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F.3: Jacobians for Anchor Factor

Having compressed the point cloud into the quaternion plane representation, we can add it to
our factor graph. In order to optimize we need the Jacobians of the measurement in respect to
the states that it depends on. We define the following frame of references: {L} current LiDAR
frame, {I} current IMU frame, {A} anchored IMU frame and {L,} the anchored LiDAR frame.
The measurement function of the anchored plane projected into the current local frame can be
summarized as follows:

z=h ("g,, nR) (192)
=h (&R, “pr,6R, “pa, “Gr, nR) (193)
where IGR, Gpr is the current IMU pose, éR, Gpy is the current anchored IMU pose, 29G, is the

plane in the anchor LiDAR frame, and ng is noise corrupting the quaternion plane measurement,
whose covariance is R;. Therefore, we can have:

0z 06Le, 96L0, 950, 095LO. 956,
Hz = 875( = |: 8(501 aGf)I 650A aGf)A 6La0ﬂ] (194)
where:
[an} _ { IR 03x1 [ IR 03><1:| [ GR 034 [ 'R Oaxl} |:Lan7l':| (195)
de _Ipz 1 _Gp}r 1 _Apg 1 _Lp}r 1 Lad7r
We first compute the Jacobians w.r.t. the current IMU pose éR and Cp; as:
0 i
2610, B 26%0, 0q, Ld, (196)
000; Ol a[Lﬁ,r] 0007
L
s
0 Vi
8or0, 960, 0%, Ld, (197)
o%pr  OLgx 9 {Lﬁw] I°pr
Ld
™
The measurement relationship can be described as:
[an] _ [ IR 054] [ LR 03><1:| rnw] (198)
2 I s - R U I s M S A
where:
2610, . . .
BL(j =2 [LQ4IS - {quJ *qu} (199)
s
0 _ 1 [(1+Ld3r) I —deLnﬂ] (200)
L= 1 3
o[ lerail Ove !
L dﬂ_
L
OlLg [ L 1T7LRG
L dﬂ'_ — IR 03><1 LGR Ilﬂ—J (201)
000 —'p, 1 || Oy
L -
o1, o, .
de] [ PR 03] [ 03 } (202)
o“pr  |-'pp 1 | [-“ng

RPNG-2018-LIPS 20



We then compute the Jacobians w.r.t. the current IMU pose éR and “py4 as:

Ngp

L~
Y
350, 0610, 0§, {Ldﬂ}

= _ 203
060 5 0Ly 8rﬁﬂ] 066 4 (203)
LJW
0[]
aor0,  095r0, 0'G,  |Fdx (204)
9%pa  Ogx 9 [Lﬁﬂ] 9%Pa
Ldﬂ
The measurement relationship can be described as:
Lo, _ IR 03x1] [ LR 03] [ GR 0341 [0, (205)
I I T B E e T G A RS F R A
where:
260, . . .
oLz =2 [Lgds - [qu] —Tau] (206)
O _ 1 [(1+Ld3r)13 —deLnﬂ] (207)
a1 3 0 1
n; [1+Ld2]2 1x3
8 L"’ m
L dTr
Lo ]
o\, 5 _ . .
_de_ _ %R 03><1 éR 03><1 —gR{AnﬂJ :| (208)
2604  |-p[ 1 |[-“p/ 1 |[*nl[&R%a]
L]
a Ld”‘ r L 1T I -
L "7l [R 031 GR 03x1 03 :| (209)
pa =L 1] [-%pf 1 [ |"nigR

Finally, we compute the Jacobians w.r.t. the plane state in the anchored LiDAR frame g, as:

5 Lﬁﬂ. 5 Laﬁﬂ_
950, 956, 9%, [LdJ [L“JJ 9" G

= = = 210
a&GoW anﬂ Lﬁﬂ. Laﬁﬂ_ aLaqﬂ_ 85La97r ( )
Olrg |9 |1ag
The measurement relationship can be described as:
[an} _ [ R 03x1} [ R 03><1] [ R 03x1} [ R 03x1} [Lanw] (211)
Ld7r _Ipz 1 _Gp}l— 1 _Apg 1 _Lp}— 1 Ladﬂ_
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where:

2610,

oz = 2lfuls = "] —fa] (212)
iy
P4 _ 1 [(” Ld3) s _Ld”Lnﬂ} (213)
5 [Lﬁﬂ] [+ Ld2)? 013 1
Lq
Lh
s
"ds IR 03] [ LR 03a] [ SR 03] [ IR 034 (214)
R e N - A B s R N e T
0w
dr
Lafl7r
9 Laj La 2
[ dw] -1 [—L w” 03 ] 215)
aLa@r [LanLaqv]§ _Laq4Laq;F Laq;FLaqv
Laz La 5 Lap
0% 1 q413LJCrlALT qvj] (216)
osLeg,. 2 —teq,
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